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Abstract

This thesis presents an effort to extend high-precision photometry and astrometry
techniques developed for the Hubble Space Telescope to ground-based, wide-field
detectors, enabling detailed investigations of stellar clusters. Building upon pre-
vious work focused on achieving precise astrometry with wide-field imagers, we
develop new techniques to calibrate the geometric distortion by leveraging the ab-
solute reference frame provided by Gaia, and software routines to process largely
dithered mosaics. In the first chapter we introduce a new formalism to com-
pute star cluster membership probabilities that include the parallax contribution,
benefiting from the unprecedented precision of (GGaia measurements. Subsequent
chapters delve into observational studies of the open clusters M37 and M38, us-
ing data from Asiago Schmidt and CFHT telescopes, combined with the Guaia
catalogue. These investigations include analyses of white dwarf members, proper
motions beyond the Gaia limit, and main sequence broadening. We also apply
our techniques to derive the geometric distortion correction for the NIRCam de-
tector onboard JWST, which we then use in the study of low-mass members of
the globular cluster 47 Tuc. Finally, in the last chapter, we present a new pipeline
for reprocessing data from the Vista Variables in the Via Lactea survey to extend
Gaia astrometry into dust-obscured regions of the Galactic plane.
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1. Introduction

Photometry and astrometry play pivotal roles in advancing our understanding of
astrophysics, and in particular in the study of star clusters, shedding light on
fundamental aspects of stellar evolution and galactic dynamics (Frebel and Norris,
2015; Renzini and Buzzoni, [1986). A star cluster consists of a group of stars that
are gravitationally bound and have formed from the same giant molecular cloud
of gas and dust. They are divided into two main categories. Open clusters (OCs),
typically composed of young stars, often less than a few hundred million years
old, that populate the disk of a galaxy, such as the Milky Way. OCs are loosely
bound, and their stars are relatively spread out. Over time, the gravitational
interactions within the cluster and with the surrounding galactic environment can
cause the cluster to disperse. Globular clusters (GCs), on the other hand, are
dense, spherical collections of tens of thousands to millions of stars. GCs are old
systems, often several billion years old, and are mostly found in the bulge and halo
of a galaxy. Stars in GCs are tightly packed, and the gravitational field is strong,
keeping the cluster bound over long periods.

The study of star clusters is crucial for the understanding of stellar evolution,
because all the stars within a cluster are essentially at the same distance from the
Sun and share similar age and composition: this uniformity makes them excellent
laboratories to study the factors influencing the birth and the life cycle of stars.
Additionally, the distribution and properties of star clusters in galaxies provide
essential clues about the formation and evolution of galaxies themselves.

Photometric observations of a star cluster in two or more filters allow us to
build colour-magnitude diagrams, which in turn enable us to determine the cluster
age, distance and chemical composition by comparing the observed luminosities
and colours of its member stars with those predicted by theoretical models. This
information is crucial for the understanding of the cluster’s formation history and
evolution, as photometry is essentially very low resolution spectroscopy.

Astrometry, on the other hand, involves precise measurements of positions
and motions of celestial objects. In the study of star clusters, astrometric data
provide insights into clusters’ dynamics, interactions, and overall structure within
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the Galaxy and, most importantly, allow us to isolate cluster members from field
sources.

The combination of precise photometry and astrometry enables detailed com-
parisons with theoretical models of stellar evolution and dynamics, allowing us
to gain valuable insights into the physical mechanisms governing the formation
and interaction of stars. Over the past few decades, a substantial amount of
high-quality data have been acquired, resulting in significant advancements in our
comprehension of stellar astrophysics.

However, there are still many aspects of star clusters that are not fully under-
stood. For example, the discovery of multiple populations in virtually all GCs has
changed the idea that GCs are made up by simple stellar populations, i.e. stars
born at the same time and with the same chemical composition. This phenomenon
is observable spectroscopically (see, e.g., Carretta et al., 2011) and photometrically,
e.g., in the color-magnitude diagrams in appropriate filters, where the appearance
of split sequences is indicative of the presence of multiple populations with dif-
ferent chemical abundances (Piotto et al., 2015). This observational fact strongly
challenges theoretical models of cluster formation and evolution, and represents
one of the most astonishing discoveries in this field. While the presence of multiple
populations in GCs is now established, its origin is still uncertain, and further in-
vestigations are needed to shed more light on this topic (Bastian and Lardo, [2018)).

On the other side of the mass and age spectrum, young and less massive
Galactic OCs do not exhibit split sequences, nor have shown sizable variations
in the chemical abundances of their members, and are still believed to host simple
stellar populations. This idea has recently been questioned after a signature of a
possible, significant chemical spread has been discovered in the OC M37 (Griggio
et al., [2022b)). If confirmed, the possibility that also OCs host stars born with
different chemical composition will make the phenomenon of multiple populations
even more complex than what already is, as existing models and scenarios explain-
ing the formation of multiple populations in GCs do not readily apply to OCs.

Another example where additional efforts are needed is the characterization of
the lower end of the clusters’ main sequence, which is still a poorly-explored region,
as the detection of low mass, faint, and red sources in crowded environments is ob-
servationally challenging. Low-mass stars constitute the larger fraction of cluster’s
members, as implied by theoretical models of star formation, and their detection
requires high angular resolution and high sensitivity in the infrared wavelengths.
The characterization of the low-mass population in star clusters will help to further
understand how stars form and evolve and to constrain the initial mass function,
which is a fundamental parameter governing the process of star formation.

The detection of the main sequence knee in GCs, a phenomenon originating
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from the redistribution of stellar flux within the core due to opacity changes, offers
a novel approach for age determination. This feature, observable exclusively in
near-infrared wavelengths, allows to infer a cluster’s age without prior knowledge
of distance and reddening (Saracino et al., [2018).

Finally, the transition between hydrogen-burning stars and brown dwarfs (BDs)
still has to be detected, and its observation in GCs would be crucial to test and
calibrate metal-poor models of BDs’ atmospheres, formation and evolution, and
can also help us to learn more about the properties of exoplanets, as they are
thought to have similar atmospheres and compositions of BDs (Dieball et al.,
2019).

1.1 Astrometry in the Modern Era

Astrometry stands as one of the fundamental aspects of astronomy. From ancient
civilizations charting the positions of stars across the night sky to contemporary
space missions mapping the cosmos with unprecedented accuracy, astrometry has
played a crucial role in our understanding of the universe. The replacement of
photographic plates with charge-coupled devices (CCDs) in the 1980s revolution-
ized astrometry, allowing to significantly reduce the measurements uncertainties.
In recent decades, advances in technology, space-based observatories and preci-
sion measurement techniques, further expanded the field of astrometry, enabling
ground-breaking discoveries.

The first space mission dedicated to high-precision astrometry is the Hipparcos
mission (van Leeuwen, 1997), launched by the Furopean Space Agency in 1989.
Hipparcos measured the positions, distances, and motions of over 100000 stars
in the Milky Way with unprecedented accuracy, refining our knowledge of the
Galaxy and contributing to broader astronomical endeavors (e.g., it confirmed the
predictions of General Relativity, Froeschlé et al., [1997). In addition, it paved the
way for subsequent astrometric missions, such as Gaia (Gaia Collaboration et al.,
2016a), which has continued and expanded upon the legacy of precise astrometry
initiated by Hipparcos.

Among the ground-based efforts in the astrometry field, the United States
Naval Observatory CCD Astrograph Catalog (UCAC) project (Zacharias et al.,
2000), aimed to create an all-sky precise astrometric catalog using data from a
CCD astrograph. This ambitious project sought to provide accurate positions
and proper motions for millions of stars across the celestial sphere. By employ-
ing advanced CCD technology and sophisticated data analysis techniques, UCAC
significantly improved upon previous astrometric catalogs, reducing positional un-



CHAPTER 1. INTRODUCTION

certainties. The catalog generated by the UCAC project has been invaluable for
various astronomical investigations, including studies of stellar dynamics, Galactic
structure, and the properties of celestial objects.

1.1.1 The Gata mission

In the latest years the Gaia mission has contributed to further enhance the field of
astrometry by providing an all-sky, absolute reference frame, supported by its un-
precedented levels of precision and accuracy in measuring the positions, distances
and motions of stars in the Galaxy:.

Launched by the European Space Agency in 2013, the Gaia satellite has been
meticulously surveying the sky, observing over a billion stars multiple times with
extraordinary accuracy. One of the most significant contributions of Gaia is its
ability to measure stellar parallaxes (and thus distances) with unparalleled preci-
sion, allowing astronomers to create a three-dimensional map of the Milky Way.
Gaia data have greatly improved the accuracy of distance measurements compared
to previous surveys, leading to a more precise understanding of the distribution
and structure of stars in our galaxy. Additionally, it has provided highly accurate
measurements of stellar motions that allow us to study the chemo-dynamical prop-
erties of the Milky Way (Helmi et al., [2018), the kinematics of its GCs (Vasiliev,
2019), and to discover new star clusters (see, e.g., Cantat-Gaudin and Anders,
2020; Cantat-Gaudin et al., [2018a).

Gaia DR1, released on September 13, 2016, marks the initial data release from
the Gaia mission, covering observations spanning 14 months up to September 2015.
This release provides essential data, including positions and magnitudes in a single
photometric band for approximately 1.1 billion stars solely from Gaia observations.
Moreover, it offers positions, parallaxes, and proper motions for over 2 million stars
by combining Gaia and Tycho-2 data for common objects. Additionally, Gaia
DR1 includes light curves and attributes for about 3000 variable stars, along with
positions and magnitudes for over 2000 extragalactic sources essential for defining
the celestial reference frame.

The second data release (DR2, Gaia Collaboration et al., 2018), published on
April 2018, is derived from observations spanning 22 months from July 2014, to
May 2016. This comprehensive release contains positions, parallaxes, and proper
motions for approximately 1.3 billion stars, along with the positions of an extra
300 million stars within the G-magnitude range 3-20. It further includes Ggp and
Ggrp photometric data for around 1.1 billion stars and single-color photometry
for an additional 400 million stars. Moreover, Gaia DR2 provides median radial
velocities for approximately 7 million stars, spanning G-magnitudes 4 to 13.

4
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The third data release, based on 34 months of observations, has been divided
into two part to prioritize the release of readily available data. The initial portion,
Early Data Release 3 (EDR3 Gaia Collaboration et al., 2021), was made public
on December 3, 2020, while the complete DR3 (Gaia Collaboration et al., |2023)
was published on 13 June 2022. This release features enhanced astrometry, Solar
System data, variability information and several astrophysical parameters. Co-
ordinates in DR3 are referenced to a new version of the Gaia celestial reference
frame (Gaia—CRF3), established on observations of 1614 173 extragalactic sources.

The availability of a comprehensive all-sky, absolute reference system has a
significant influence, particularly given its potential to serve as a reference to
anchor observations made with other telescopes, eliminating the necessity of a
dedicated set of calibration observations. This versatility is exemplified by, e.g,
Griggio et al. (2022a, 2023b), which demonstrate how the Gaia reference system
can be effectively employed to calibrate the geometric distortion of ground-based
instruments.

However, even though the Gaia telescope conducted observations across the
entire sky, its data are limited to objects brighter than G' = 21, and the astrometric
precision for sources with G 2 18 is much worse than that of brighter sources. Its
observations are also notably incomplete in dust-obscured and/or crowded regions,
such as those found in the Galactic plane. Due to these factors, while Gaia has
demonstrated unparalleled astrometric precision for nearby and relatively bright
objects, its effectiveness is limited when it comes to studying faint objects like the
low-mass members of star clusters or intrinsically red or dust-obscured sources.

1.1.2 Narrow-field astrometry: HST and JWST

Space-based telescopes, such as the Hubble Space Telescope (HST') and the recently
launched James Webb Space Telescope (JWST), largely contribute to expanding
the frontiers of astrometry, leading to breakthrough discoveries in several fields.
Space-based telescopes have a number of advantages with respect to ground-based
observatories. First, their location above Earth’s atmosphere enables the acquisi-
tion of diffraction-limited images, achieving exceptional spatial resolution that is
crucial for precise astrometry in crowded fields, and enabling the accurate meas-
urement of stellar positions and the detection of faint objects. The absence of
atmospheric effects translates into a point-spread function (PSF) that remains re-
markably constant over time and that can therefore be modelled accurately. In
addition, they are free from the differential-refraction effects that commonly afflict
ground-based observations not captured at the zenith, and are not limited by the
seasonal visibility of the targets. Finally, the weightless environment ensures that
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telescope flexure does not induce significant alterations in the distortion solution,
allowing for a much more detailed modelling.

Anderson and King (2000) demonstrated that, with appropriate PSF model-
ling, it is possible to reach an astrometric precision of few milliarcseconds (mas)
and an accuracy at the sub-mas level with HST’s Wide-Field Planetary Camera
2 (WFPC2). In the following years, similar techniques were applied to other HST
cameras, enabling a series of works based on HST high-precision astrometry and
photometry. For example, HST allowed for the analysis of the colour-magnitude
diagram and luminosity function of GCs down to the hydrogen burning limit, e.g.
in NGC 6397 (King et al., |1998; Richer et al.,2008) and in M4 (Bedin et al., [2001).
It enabled the discovery of the phenomenon of multiple stellar populations in GCs
(see, e.g., Bedin et al., 2004; Piotto et al.,[2007) and the detailed study of the radial
distribution of the multiple stellar populations in, e.g. w Centauri (Bellini et al.,
2009b). Using HST, Zivick et al. (2018) measured the Small Magellanic Cloud sys-
temic proper motion, and Calamida et al. (2014) analysed the white dwarf cooling
sequence of the Bulge. Thanks to HST's exquisite photometric and astrometric
capabilities, it has also been possible to investigate in details the properties of the
white dwarf cooling sequence of several GCs, down to their end (e.g., Bedin et al.,
2015; Bedin et al., 2005; Bellini et al., 2013).

Less than one year after launch, JWST showed that it can exceed also the
level of precision of HST, thanks to an accurate modelling of the PSF (Nardiello
et al., 2022) and of the geometric distortion (Griggio et al., 2023a; Libralato et al.,
2023) of its cameras. JWST’s infrared sensitivity will allow us to study objects
obscured by dust clouds or those emitting predominantly in the infrared spectrum.
Probing these regions is especially useful for astrometric studies of star-forming
regions, young stellar clusters and the low-mass objects populating a cluster’s
main-sequence near and below the hydrogen burning limit. In fact, JWST’s larger
aperture compared to HST enables the observation of fainter and more distant
objects: this is valuable for extending astrometric studies to a broader range of ce-
lestial bodies, such as the elusive brown dwarf population of star clusters (Nardiello
et al., 2023a).

1.1.3 Astrometry with ground-based wide-field imagers

Despite all the benefits of astrometry from above the Earth’s atmosphere, there are
also some limitations that come with space telescopes. For instance, the limited
bandwidth sets a threshold on the amount of data that can be collected by these
instruments per hour. For this reason, the detectors are typically undersampled
in order to get the maximum sky coverage for the limited number of pixels. This

6
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Table 1.1: List of the instruments used in this thesis with their field of view. HST
WFC3/UVIS has been included as reference.

Name Telescope Detectors  Pix. scale ["/px| Field of view
CFH12K CFHT 12 0.206 42" x 28
Asiago Asiago Schmidt 1 0.868 59" x 59/
Megaprime CFHT 40 0.187 1° x 1°
VIRCAM VISTA 16 0.339 1° x 1.2°
WFC3/UVIS HST 2 0.039 160" x 160"
NIRCam JWST 8 0.031 260" x 130”

fact introduces a significant complexity to the data analysis, and special care must
be taken to derive accurate PSFs (Anderson and King, 2000), such that we can
measure positions without biases. Ground-based instruments are not affected by
these limitations. They can be made up of several detectors, and can afford to
oversample the images, such that accuracy will not be affected. Moreover, they
can observe large areas of the sky more efficiently, given the much larger field of
view. This is particularly true for wide-field imagers as, e.g., the one mounted at
the Asiago telescope used among other instruments in this thesis work, which has
a field of view approximately 500 times greater than that of HST’s WFC3 detector

(see Fig.[1.1] and Table[L.1)).

Besides technical limitations, there are several investigations that, by their
nature, are better suited to ground-based observations. The study of the outskirts
of star clusters, for example, requires mapping large portions of the sky, without the
need for high spatial resolution, as these regions are typically less densely populated
with respect to cluster’s core. In fact, to obtain a comprehensive understanding of
cluster evolution, it is necessary to integrate surveys conducted within the cluster
core with surveys covering the outer regions. Furthermore, close-by OCs, with few
exceptions, are inherently sparse objects that do not fit well within the narrow
field of view of the current space telescopes, and the majority of their members
can be effectively observed from Earth.

Nonetheless, astrometry plays an essential role in these studies, providing a
powerful tool to obtain a pure sample of cluster members decontaminated from field
sources, as it does in many projects carried out from space. For this reason, it is of
fundamental importance to develop tools to extract the best possible photometry
and astrometry also from ground-based telescopes.

Anderson et al. (2006) applied the techniques developed to derive high-precision
photometry and astrometry from HST images to data taken with the Wide Field

7
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Figure 1.1: Comparison of the field of view of the wide-field imagers used in this
thesis with those of HST WFC3 UVIS and JWST NIRCam, over an image of M35
and NGC 2158 captured with the Asiago Schmidt telescope. See also Table

Imager (WFI) mounted at ESO 2.2 m telescope at La Silla Observatory, located in
the Atacama desert in Chile. The accurate PSF and the detailed modelling of the
geometric distortion of the detector allowed them to obtain a precision of ~ 7 mas

in a sigle measurement, and they were able to separate cluster members from field
sources in the GCs M4 and NGC 6397.

Following these promising results, several works were devoted to refine the tech-
niques to derive high-precision astrometry from ground-based wide-field imagers.
For instance, Bellini et al. presented for the first time a proper-motion-
selected sample of white dwarfs of the old Galactic OC M67 down to the bottom
end of the white dwarf cooling sequence. To derive proper motions, they coupled

8
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Figure 1.2: Example of proper motion decontamination for the OC M67 from
Bellini et al. (2010). See the text for details.

observations of M67 taken with the Large Binocular Telescope with data taken ten
years prior with the Canada-France-Hawaii Telescope (CFHT). As an example of
proper-motion cluster-field decontamination, we reproduced Fig. 4 of Bellini et al.
in Fig.[1.2] Panel (a) of Fig.[1.2]shows a B vs (B — V) color-magnitude dia-
gram for all the measured objects in the observed field; panel (b) shows only the
objects for which proper motions were measured; panel (d) shows the vector-point
diagram for the objects in panel (b). A red circle encompasses the most-likely
cluster members. Finally, panel (c¢) and (e) show the color-magnitude and vector-
point diagrams for the stars selected in this way, respectively. A small red circle in
panels (b), (c) and (e) indicates the faintest proper-motion selected white dwarf,
shown in a 30”-width cutout of the B-stacked image in the top left panel. This
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is a great example of investigation that is more suited to ground-based wide-field
imagers, as the coverage of a single LBT pointing would require about 100 HST
exposures.

Later on, Libralato et al. (2014) applied the same techniques to the near-
infrared detector HAWK-I, a wide-field imager mounted at the UT4/VLT ESO
8m telescope. They were able to achieve a single-image astrometric precision of
about 3mas for well-exposed stars, with systematic errors smaller than 0.1 mas.
They combined the HAWK-I observations of the GC NGC 6656 with WFI archival
data to derive proper motions and isolate member stars. This allowed the study
of the radial distribution of sub-giant branch stars in the cluster’s outer regions,
complementing the observations of the cluster’s core carried out with HST by
Piotto et al. (2012), thus highlighting the synergies between ground- and space-
based telescopes.

Both these works have shown that an accurate modelling of the geometric
distortion is of fundamental importance in obtaining high-precision astrometry.
Imaging distortion arises from several factors, such as misalignments of the optics
of the telescope, inhomogeneities in the filters that result in different paths of the
photons, detector defects and misalignments of the detectors themselves. It leads
to systematic errors in the positions that can vary from few pixels to several tenths
of pixels, depending on the severity, affecting the astrometric accuracy. Moreover,
it can also affect photometry, as it alters the pixels’ area on the sky.

Projection effects in large mosaics

In addition to the geometric distortion, Libralato et al. (2015) showed that, when
dealing with largely dithered wide-field images, one must also take into account
projection effects. The positions of stars measured in an astronomical image in-
trinsically lie on a plane tangent to the celestial sphere at the central point of the
exposure (as in a gnomonic projection). Comparing positions measured in dif-
ferent exposures on different tangent planes introduces systematic errors. These
errors are basically negligible for small dithers and small field of views. However,
achieving high-precision astrometry with wide-field imagers requires to account for
these projection effects.

Projecting equatorial coordinates («, ) onto the plane tangent to the celestial
sphere at the point (ap, dg) can be accomplished with the relations (see, e.g., Bedin
and Fontanive, 2018)

10
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Figure 1.3: Positional residuals from the inter-comparison of positions lying in
different tangent planes. See the text for details.

cos 0 sin (o — )

sin d, sin 6 + cos d, cos 6 cos (o — )
cos 0, sin d — sin d, cos 6 cos (a — a)

~ sin o 8in 0 4 cos d, cos d cos (o — )

Y

where (£, ) are the coordinates in the reference system on the tangent plane. The

tangent points coordinates (v, dg) are mapped to (£,7) = (0,0). The &- and n-axis

are oriented as («, d), with £ having the opposite direction with respect to a.
The relations to project tangent-plane coordinates back onto equatorial angles

are given by

_ §
=, + tan!
@ = Qo tan (cosdo—n sin d,
_ _ '3 sin 0, + 1 cos .
§=tan! tan™!
o (COS ( o (cos do — 1M sin 50)) €os d, — 1sind,

This projection does not preserve distances. To compare the positions meas-
ured in two dithered images, six-parameters linear transformations are usually
employed, to transform the coordinates relative to one image into the reference
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frame of the other. For small dithers, these transformations are enough to absorb
the projection effects.

However, this is not the case for largely dithered mosaics. To illustrate the effect
we simulated a catalogue of (a,d) positions. The simulated positions are around
the center of the OC M37 (av = 88.074, 5 = +32.545). We projected the equatorial
angles onto two tangent planes with tangent points differing by 0.5deg only in
«, mimicking two images dithered only in one direction. Notice that wide-field
mosaics can be dithered even more than 0.5deg (see, e.g., Griggio et al., [2022a).
Using a six-parameter linear transformation we transformed the coordinates of
one tangent plane into the reference frame of the other one. Cross-matching the
sources yields the positional residuals displayed in Fig.[1.3] The projection effects
are similar to those of geometric distortion. The residuals shown in Fig.[I.3] are
up to 50 mas, but depending on the dither they can be even larger. Assuming the
pixel scale of the Megaprime detector — one of those used in this thesis — mounted
at the focus of CFHT (0.187 arcsec per pixel, Table, these errors correspond to
~(.2-0.3 pixels, which is much larger than the precision enabled by the geometric
distortion solution.

1.2 The aim of this thesis

In this thesis, we carry out several investigations on star clusters with ground-based
observations. We export the state-of-the-art techniques to obtain high-precision
photometry and astrometry with HST to ground-based detectors, extending the
efforts described in the previous sections to other wide-field imagers. In particular,
we will show how, by exploiting the Gaia absolute reference frame, it is possible to
derive an accurate geometric distortion solution without the need for a dedicated
set of observations. We will also develop routines to account for projection effects
in wide-field data.

In Chapter[2) we focus on the membership probability, a key quantity in the
study of star clusters, that tells us how likely is a source to belong to the a cluster.
We extend the formalism to compute the astrometric membership probability in
order to include the contribution of the parallax, which is now available with
unmatched precision for a large number of sources thanks to Gaia. In Chapter[3]
we use observations of the OC M37 obtained with the Asiago Schmidt telescope to
study its high-mass white dwarf members. In Chapter[d] we apply our techniques
to observations of M37 acquired with the CFHT. We derive proper motions for
sources well beyond the Gaia reach, coupling our dataset with observations taken
in 1999. The data allow us to study in details its white dwarf cooling sequence down
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to its end. In Chapter[5, we couple the Asiago Schmidt photometry with the Gaia
catalogue to investigate the unusual broadening of M37’s main sequence. A similar
analysis is carried out for the OC M38 in Chapter[6] In Chapter[7, we applied our
techniques to derive the geometric distortion correction of the NIRCam detector
onboard of JWST. We show how we are able to obtain a precision that exceeds that
of the official pipeline solution. We also use publicly-available calibration data to
showcase the astrometric capabilities of JWST. In Chapter[§| we use JWST data
of the GC 47 Tuc to study its low mass members. In Chapter[9] we develop a
new pipeline to reprocess the data from the Vista Variables in the Via Lactea
survey, to exploit its multi-epoch observations of the Galactic bulge to extend
the Gaia astrometry to dust-obscured regions where Gaia is severely limited. We
conclude with Chapter[I0] with a summary of the work and an overview of the
future prospects.
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2. Star cluster membership prob-
ability]

In this chapter, starting from the well-accepted relations in literature, we introduce

a new formalism to compute the astrometric membership probabilities for sources
in star clusters, and we provide an application to the case of the open cluster M37.
The novelty of our approach is a refined —and magnitude-dependent— modelling
of the parallax distribution of the field stars. We employ the here-derived list of
members to estimate the cluster’s mean systemic astrometric parameters, which
are based on the most recent Gaia’s catalogue (EDR3).

2.1 Introduction

Star clusters represent one of our most important sources of knowledge of stellar
formation and evolution: the measurements of their distance, age and chemical
composition provide strong constraints on astrophysical models of stellar evolution.
Star clusters consist of gravitationally bound stars which share the same distance
and center of mass motion, and they appear as a stellar over-density in a region
of the sky. In the studies of these objects one of the most crucial steps is the
determination of the membership probability of the observed stars, to distinguish
actual members of the cluster from field stars that lie in the same region but are
not bound to the cluster.

Traditionally, the problem of estimating membership probabilities using the
astrometric parameters of the sources has been treated with techniques that were
developed in the pioneering work by Vasilevskis et al. (1958) and Sanders (1971).
In their works the distribution of sources in the vector-point diagram (VPD) is
modelled as a mixture of two Gaussian distributions, one for the cluster members
and another one for the field sources. This method was further refined by the

!The content of this chapter has been published in Griggio and Bedin (2022).
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CHAPTER 2. STAR CLUSTER MEMBERSHIP PROBABILITY

contribution of several authors (see Balaguer-Nunez et al., [1998; Tian et al., 1998,
and refs therein).

An additional improvement of this technique introduced by Kozhurina-Platais
et al. (1995) foresees the partition of the data in brightness (a sliding window in
magnitude) and spatial bins when deriving the parameters of the distributions.
One of the advantages of using a “local sample” approach is that membership
probabilities are not biased by possible differences in the shape of the field and
cluster luminosity functions, or in proper motion accuracy for bright and faint
stars.

In this work we discuss an improvement of the astrometric method exploiting
the Gaia astrometry to increase the separation between cluster and field stars.

Including parallaxes provides additional information to estimate membership
probabilities. While multiple publications since 1998 have taken into account Hip-
parcos (e.g. Baumgardt et al., 2000; Robichon et al., [1999), and later Gaia (e.g.
Cantat-Gaudin et al., 2018b; Castro-Ginard et al., 2018; Gagné et al., 2018; Mon-
teiro et al., 2020) parallaxes, none of these works introduced a proper formalism,
with the only exception of Monteiro et al. (2020), which however made an over-
simplification that will be discussed later.

This paper is organized as follows: in Section we review the classical form-
alism used to compute the membership probability, in Section we introduce
the new term to account for the parallax distribution, while in Section we
compare the membership calculated with this new term and without it, taking the
open cluster M37 as a test case. In Sections and we use the membership
probability to select a list of cluster’s members and we use them to derive a new
estimate of the cluster’s mean proper motion and parallax. We also publicly re-
lease a catalogue of all the sources with the membership probabilities. Finally, in
Section we provide a summary of this work.

2.2 Membership probability: the classical ap-
proach

In this section we will review the formalism “traditionally” employed to determine
the membership probability of the i-th star using four out of its five astrometric
parameters, namely its position (x;,y;) and its proper motion (i, fty,). We will
follow the formulation from Tian et al. (1998) and Balaguer-Ntunez et al. (1998).
In these works the cluster membership probability of the i-th star is calculated
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as

(2.1)

where @, is the cluster distribution function and & is the total distribution given
by
O =, + Py, (2.2)

with ®; the distribution function of field stars. The distribution function of cluster
(and field) stars is given by the contribution of two terms; i.e.,

Desr = nese - Peye - Py, (2.3)

in which ®" is the distribution function in the velocity space, ®" is the distribution
function in the position space and n is the normalized number of stars (n.+n; = 1).

For the cluster velocity distribution they adopt an asymmetric 2D Gaussian in
the form:

1
dY(i) =
O ooz @ e, v,
2 2
exp {_1 [(um — o) (B — ) } (2.4)
2 UIQLJcc + El%wi Oﬁyc + E/%‘Z/i

where (pty,, jty,) are the proper motions of the i-th star, (j,, ) is the cluster
proper motion center, (o, , 0y, ) is the intrinsic proper motion dispersion of mem-
ber stars and (e, , €, ) are the observed errors of the proper motions of the i-th
star. Similarly, for the field stars velocity distribution we have

By() = 1
fZ_Q 1— 21/2(2 +e2 )1/2(g2 2 y1/2
ﬂ—( v ) O—H’Zf eﬂri) <O—Nyf + eﬂyi
exp{ — 1 (/in — :U’ch)2
21 =) o, + e,

2
2y (N:ri - sz) (/iyi - Nyf) (Nyi - ,uyf)

2 2 \1/2( 2 2 \1/2 2 2
(Uuzf + €uzi) (Uuyf + Euyi) Tiage T Eiy,

}, 23

where (g, fty,) are the proper motions of the i-th star, 7 is the correlation coef-
ficient between g, and g, (fiz, f1y) the field proper motion center, (e, , €, )
the observed errors of the proper motions of the i-th star and (o, ,0,, ) the field
intrinsic proper motion dispersion.
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For the spatial distribution of cluster members a simple (and sufficient for the
purpose) approximation is to use a Gaussian profile:

-2\ (v
(Z )+< )” 26)
Te Tc
in which (z;,y;) is the position of the i-th star, (z.,y.) the center of the cluster

and r. the characteristic radius. The field star spatial distribution is assumed to

be flat:

1 1
D1(i) = = exp {——

22 2

G p— (2.7)

2

max

where 7.« is the radius of the portion of the sky under exam (assuming it has a
circular shape).

This method to compute the membership probabilities was applied in a number
of papers in the recent literature (see for example Bellini et al., [2009a; Nardiello
et al., 2018b; Scalco et al., 2021; Yadav et al., 2008).

2.3 Including the parallax

The GaiaEDR3 (Gaia Collaboration et al., 2016a, [2021) catalogue is an unpre-
cedented astronomical data set in terms of its size and astrometric precision and
accuracy. In particular, it provides the full 5-parameter astrometric solution (po-
sitions, proper motions and parallaxes) and magnitudes in its three photometric
bands (G, Ggp, Grp) for more than 1.4 billion sources, with a limiting magnitude
of about G =~ 21 and a bright limit of about G & 3. Thanks to the Gaia EDR3 ex-
quisite astrometry we can extend the formalism presented in the previous section
including a new term to take into account the parallax distribution. Particularly,
the parallax uncertainties in the EDR3 are 0.02 — 0.03 mas for G < 15, 0.07 mas
at G = 17, 0.bmas at G = 20 and 1.3mas at G = 21 (Lindegren et al., 2021b).
This unmatched level of precision allows us to include the parallax in the compu-
tation of the membership probability, thus achieving a more robust estimate for
this fundamental quantity.
To account for the parallax distribution we rewrite Equation as:

(I)C/f = N¢/f - cbg/f ’ CI)Z/f ’ (I)cw/fv (28)

where <I>?/f is the distribution function of the parallaxes for the cluster members
and for the field stars.
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We can assume that the parallaxes of cluster members are normally distributed,
such that:

1 1/ @, —w 2
o7 (i) = exp | -1 (—) , (2.9
(27 (02, +¢2))"* { 2\0% +¢€,

where (w;, w.) are the parallax of the i-th star and of the cluster respectively, €,
are the observed errors of the parallax of the i-th star and o, the cluster intrinsic
parallax dispersion (in the case where the size of the cluster is not negligible
compared to its distance).

However, modeling the distribution function of the parallaxes of field stars,
®F, is more complicated: we are not observing an ensemble of stars all at the
same distance, or at an average distance with a normal distribution around the
mean. In the case of the parallaxes of the field we are rather observing the closest
stars to the Sun and stars potentially well into the Galactic Halo. The exact
distribution function of stars in the Galactic field in different directions and at the
various magnitudes is hard to model, and to derive an accurate distribution is well
beyond the purpose of this paper. For our purposes, it will be sufficient to adopt
a simple approximation, analogous to what described in Eq.[2.5] for the proper
motion distribution of field objects ®f (which is a widely accepted approximation
in literature). To reproduce the field stars’ parallax distribution we adopted a sum
of two Gaussian functions, which are assumed to model as well the measurement
errors in the parallaxes. This choice let us reproduce very well the parallax at each
magnitude bin without complicating too much our formalism. Therefore, we have:

or - Mol L(mow
f (2mof,)1/? 2 of,

AQ 1 Wi — Wa; 2
f f

where Ay, Ay, wy,, wsy,, 01, and oy, are the parameters of the two Gaussian and w;
the parallax of the i-th star. We verified that this simple model for the distribution
of the parallaxes for field objects is a general valid approximation. To this aim, we
downloaded portions of the Gaia EDR3 catalogue in various directions of the sky, to
probe different parts of the Galactic field. The obtained Gaia EDR3 distributions
of the parallaxes for field objects at various magnitudes were always represented
— within the statistical sampling errors — by our simple model.

We note here that Monteiro et al. (2020) followed a method that is qualitat-
ively similar to ours, but they do not use the sliding window approach and they
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adopted a single Gaussian model; while this assumption works well in the case
of parallaxes dominated by errors (faint stars), it does not represents well the in-
trinsic parallax distribution of field stars when uncertainties are small. We show
a detailed comparison of the two models in the next section.

2.4 Example: the case of M37

We considered the open cluster M37 (NGC 2099) as a test case for this new formal-
ism for the computation of the membership probabilities. We downloaded a portion
of the Gaia EDR3 catalogue centered on M37 (. = 88.074 deg, d. = +32.545 deg,
Cantat-Gaudin and Anders, 2020, hereafter CG20) with a radius of 1.5deg, and
we computed the membership probability for each source both including and neg-
lecting the contribution from the Gaia parallaxes. We adopted a sliding window
in magnitude of 1.5 mag, which we found as a good compromise between having a
good statistics at all magnitudes and considering sources with magnitude similar
to the target star. As initial guess, we employed for the cluster’s systemic proper
motion?| (Ko, fy.) = (Hae, ps.) = (1.924, —5.648, ) mas/yr and for the systemic
parallax w. = 0.666 mas, which are the values given by CG20.

We started by estimating the intrinsic dispersion of the proper motions of the
cluster, i.e. o,, and o, of Eq. We selected the members of M37 for which
CG20 give their clustering score equal to one (the highest score), choosing only the
sources with G < 17 (where the Gaia errors are of the order, 1072 mas/yr). We
o-clipped the values at 3-0 around the median, and then we calculated the 68.27%"
percentile of the residuals from the median of u, and s, which we assumed as the
observed dispersion. Subtracting in quadrature from the observed dispersion the
median observational relative errors provided by Gaia EDR3 gives a reasonable
estimate of the cluster intrinsic dispersion. We obtain o,, = o0,, = 137pas
and 0, = 0,, = 138 uas. Note that at a corresponding distance of 1.5kpc (for
w = 0.666 mas), these translate into transverse velocities of less than 1 km/s, which
is a reasonable value for such an open cluster (e.g. seeCG20, and refs therein).
The values for proper motions and estimated errors of individual sources in the
Eq.2.4) are taken straight from the Gaia EDR3 catalog, i.e.: iy, = fla,, fy, = 15,
€x; = €, A0 €y =€y,

The parameters fi,(,), and Oty of Eq. have been estimated from the
sources in the magnitude window of the star under exam. We adopted as i,
the median values of the proper motion of field objects, and the 68.27" percent-

ile of the residuals around these median as the observed dispersion: agbf . We
z(y)f

Where for conciseness in the notation we indicate jiq coss, With fia,
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then calculated the average observational error of the sources in the magnitude
window, €ty by clipping the errors at 3-¢ and computing the median. This
value is then used to calculate the intrinsic dispersion for field proper motion as:

2= (g% )2 2 which are the ones to be used in Eq.. Again, for

o = €
Ha(y)g H’x(y)f ,u‘z(y)f7
individual sources the values for proper motions and proper motion errors in the

Eq.[2.5) are taken from the Gaia EDR3 catalog.

To deal with the spatial distribution, we projected the Gaia coordinates («;, d;)
on the tangent plane (£,7), adopting the center of the cluster as tangent point
(e, 0c), employing standard relations (e.g., see Eq.3 in Bedin and Fontanive,
2018). Therefore, the coordinates on the tangent plane became x; = &; and y; = n;
in Eq.2.60 The estimate of r. of Eq. have been performed from the stars in
the magnitude bin of the target; we calculate r, (r,) as the 68.27"™" percentile of
the residuals from z. (y.), and we adopt as cluster radius in the magnitude bin
r7 = r24r,. This procedure allows us to account for the different distributions of
the stars in each magnitude bin, which is a proxy for different mass-bins (at least
along the Main Sequence). The parameter 7,y of Eq. is the radius of the Gaia
EDRS slice that we considered, i.e. . = 1.5 deg.

The intrinsic dispersion of the parallaxes (o, in Eq. is negligible for M37
and it can be set equal to zero. Again, for this initial computation we adopt for the
cluster average parallax the value from CG20, while the values of the parallax (w;)
and parallax error (€,) for individual sources are those given by the Gaia EDR3
catalog. In the next sections we will then derive our own estimates for the cluster
mean proper motions and parallax, employing Gaia EDR3 instead of the DR2, and
finally re-compute the updated membership probabilities.

For the distribution of parallaxes in the Galactic field we used Eq.[2.10] so we
fitted the distribution in each magnitude window with a sum of two Gaussian
functions. From the fit we obtain the &), parameters, which contain also the
contributions of errors in parallaxes at the considered magnitude. To account for
the observational errors, we compute the quantity 0’12(2)f = 6%(% — E%@)f, where
€1(2); is the median error of the stars in the magnitude window that we are con-
sidering, calculated after performing a 3-o clip. These are the values employed
in Eq.[2.10} which are the sum in quadrature of intrinsic distributions and errors,
O3y, = Olja) T €5, We then used the Gaia EDR3 values for the parallax w; and
parallax error €,,. In Figure we show the distribution of the parallaxes in the
M37 field of view, for different magnitude bins, where for comparison we show the
fitted distribution of the parallaxes of cluster+field stars obtained in the case of
a two-Gaussian model (solid line) and in the case of one-Gaussian model (dotted
line).
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Figure 2.1: Parallax distribution in different magnitude bins in the M37 field
of view. We plotted in orange the stars with parallax within 0.2mas from the
cluster’s mean parallax and proper motions within a circle of 0.5 mas/yr in radius
centered on the cluster’s mean proper motions. Mean values were obtained from
Cantat-Gaudin and Anders . The solid black line represents the sum of the
Gaussian of the cluster and the field modelled with two Gaussian functions, while
the dashed black line is the same but using a single Gaussian to model the field’s
parallax distribution.

We finally computed the membership probability, hereafter P, following Eq.[2.8]
which includes the parallax, and we compared it with the membership probab-
ility calculated without including the parallax, i.e. P, computed according to
Eq.[2.3] The results show that including the parallax term allow us to better sep-
arate the cluster members from the field stars, in particular at fainter magnitudes
(16 < G < 18).

In the top panel of Figure we show the membership probability calculated
with the standard approach, without the parallax term, while on the bottom panel
we show the results obtained including the parallax. In the left panels (0% < P <
95 %) we can see that there are considerably less sources with magnitudes in the
range 10 < G < 19 within 25% < P < 75% if we account for the parallax
distribution (372 sources in the top panel, 282 in the bottom), confirming that the
discrimination between member and field stars is better.
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Figure 2.2: Comparison between the membership probability calculated without
the parallax term (top) and accounting for the parallax of the sources (bottom);
P > 95% are zoomed on the right panels. Vertical orange line indicates P =
97.5%.

In Figure (top) we plotted the maximum membership probability per mag-
nitude bin versus the Gaia G magnitude. The blue and red lines represent the
probability calculated with and without taking into account the parallax respect-
ively. This plot shows us that very high membership probabilities extend deeper
when considering the parallax contribution in the calculation (about 1mag at
Prax = 99%).

We then divided the sources in magnitude bins of 1mag, and calculated the
number of sources in each bin with P > 97.5%. In Figure[2.3|(bottom) we plot the
results: in blue we show the points obtained without accounting for the parallax,
in red those obtained including the parallax in the membership calculation. It is
clear that for G 2 14 we find more member stars if we use the parallax term. In
total we found 1266 sources with P > 97.5 %, and 1824 sources with P, > 97.5%
in the region 10 < G < 20, where P, is the membership probability calculated
with the formalism introduced in this work.

Figure [2.4shows a comparison between CG20 and this work. In the left column
we show all the sources in the catalog; in this figure we limit the sample only to
sources within a radius of 0.3 deg (slightly more than the cluster radius given by
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Figure 2.3: Top: maximum membership probability per magnitude bin. The
dashed blue (solid red) line is the membership probability computed without (with)
taking into account the parallax distribution. Bottom: number of sources per
magnitude bin. The dashed blue (solid red) line is the number of sources with

P>975% (Py > 97.5% ).

Dias et al., 2002) from the center of the cluster, as the number of field objects
beyond this limit would overwhelm the plot, making the comparisons less clear.

In the central column we show the stars with P > 0.9 (top panel) and with
P, > 90% (bottom panel). The clustering score given by CG20 is provided only
for stars brighter than G = 18 (black dashed line) and according to the authors is
a proxy for cluster membership probability. However the Main Sequence of M37
clearly extends (and it is well populated) also to fainter magnitudes than that
limit. In the common region analysed by both works (G < 18) we found about
200 extra sources with membership probability greater than 90%, with respect
to those with clustering score greater than 0.9 by CG20. Nevertheless, the most
interesting plots are shown in the right column, where we plotted the sources that
did not pass the membership selection; in the top panel we highlighted in red the
sources that did not pass the P > 0.9 selection in the middle-top panel, but that
passed the P > 90% membership probability of the present work. Conversely, the
stars in red in the bottom-right panel are those members according to P > 0.9 in
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Figure 2.4: Color-magnitude diagram of the sources in M37 field of view: top
panels show members identified by CG20, while bottom panels show the members
selected in this work. Left: all the sources. Center: sources with P > 0.9 % (top)
and P, > 90% (bottom). Right: sources with P < 0.9% (top) and P, < 90%
(bottom); in the top (bottom) panel we highlighted in red the sources that passed
the membership cut in the bottom (top) row. See text for more details.

GC20, but not to the here derived P > 90%. Apart from the obvious improve-
ment of the present work in finding members beyond G' > 18, we note a significant
improvement in identifying members also in the magnitude range 16 < G < 18.

2.5 Astrometric Parameters of M37

To derive the mean astrometric parameters of M37 from the EDR3 catalog, we
first need to select the most probable cluster members. The selection procedure is
illustrated in Figure[2.5] In the top-left panel we show the membership probability
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Figure 2.5: Members selection. Top left: membership probability for all the
sources. We reject the stars with P < 50%. Top right: G magnitude vs par-
allax. Here we reject the stars that fall outside the region delimited by the two red
lines. The black dashed line represents the median parallax. Bottom left: proper
motion of the sources vs their G magnitude. We kept the sources between the red
dashed lines. The vertical black line is the median proper motion. Bottom right:
spatial distribution of the sources. Blue markers are the selected members of M37.

plotted against the G band magnitude. We started by rejecting all the sources with
membership probability lower than 50%. Among these sources we rejected those
falling outside the area delimited by the two red dashed line on the top-right panel.
To define these red lines we proceeded as follows: first we divided the stars into
G-magnitude bins of 0.5, for each bin we calculated the 3o-clipped median of the
errors on the parallax given by the EDR3, and we took this median —multiplied
by a factor of 2.5— as the maximum error for members at the given G-magnitude.
We then define the red lines as a spline through these maxima. In the bottom-left
panels we applied a similar cut, but we did not use the measurements errors on the
proper motion from the Gaia catalogue as the errors are much smaller than the
intrinsic proper motion dispersion of cluster members (especially at the brighter
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Figure 2.6: Left: color-magnitude diagram showing in blue the sources that we
used to estimate the mean parameters of M37. Right: colour residuals from the
fiducial for the stars in the selected sample; we used the sources in the shaded gray
area which corresponds to 1o.

magnitudes). Therefore, to define the widths of each bin we used instead the
68.27™ of the observed residuals from the median (defined after a 3o-clipping),
and again multiplied by a factor of 2.5. On the bottom-right panel we show the
spatial distribution of the stars that passed all these four selections and which we
then we consider as most probable members of M37.

We then further restrict this sample to the very best stars, requiring:

1. Py, > 99.5%, i.e., high confidence members;
2. magnitudes in all the three Gaia filters (no color trends);

3. 13 < G < 15.4, were the astrometric calibration of the EDR3 catalogue
provide homogeneous errors (cfr. Fabricius et al., 2021);

4. 0/w < 0.1, 0, /e <0.1 and o, /ps < 0.1;

5. passing a number of quality cuts on the diagnostic parameters provided
within the Gaia EDR3, as done by Soltis et al. (2021).

Specifically, these applied quality-parameters cuts are:

astrometric_excess. noise < 1;
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Figure 2.7: Mean values of the parallax (top) and proper motion components
(middle and bottom) in each magnitude bin; the dash-dotted line is the overall
weighted mean value, which is reported on the top right corner of each panel and

in Table2.1}
astrometric_excess noise_sig <= 10;
phot_bp_rp_excess_factor < 1.6;
phot_proc_mode = 0;
astrometric_gof_al < 4.

After these selections we considered the color-magnitude diagram (CMD) of
member stars (Figure left panel) and applied a constraint in the G vs (Ggp —
Grp) plane to exclude the region of the CMD populated by high-mass ratio pho-
tometric binaries (real or blends) that may have lower precision astrometry. This
is achieved as follows: we divided the sample into G-magnitude bins of 0.3 mag

27



CHAPTER 2. STAR CLUSTER MEMBERSHIP PROBABILITY

and we arbitrarily defined a specific colour for each bin as the 30" percentile of
the colour distribution of the stars in the bin. We then interpolated these points
at any given G-mag with a spline. The fiducial line defined in this way follows the
bluer envelope of the Main-Sequence, as shown in the left panel of Figure We
then calculated the colour residuals ¢ from the fiducial and discarded the sources
with |§| > 1o (Figure right panel).

With this tight selection of the very best measured and most likely members
just defined for M37, we now proceed with our own derivation of the cluster mean
astrometric parameters. We first compute the 3o-clipped median of w, p, and pus
for each G-bin of 0.5 mag, with o defined as the 68.27'" percentile of the residuals
around the median. The error associated with each bin is defined as ¢, = o/ \/ZN =
1), with N the number of sources in the bin. The values for the mean parallax
and proper motions are calculated as a weighted mean through all the bins, with
1/€2 as weight.

As the astrometric parameters for M37 are now better determined, thanks of
the use of EDR3 (instead of being based on DR2 as in CG20) and the improved
memberships, it makes more sense to use the newly determined cluster’s mean
parameters as starting values for our algorithm and to re-determine the member-
ship probabilities. Therefore, we repeated the analysis just discussed to derive
our final estimate of the mean proper motion and parallax of M37. The values of
mean parallax and proper motions for each magnitude bin are plotted in Fig.[2.7]
with the weighted mean through all the bins shown on the top right of each panel.
These final values are also reported in Table[2.1] We point out that neglecting the
last selection on the CMD (displayed in Figure our estimates do not change
significantly (less than 0.30).

Finally, Lindegren et al. (2021a) found that EDR3 parallaxes of sources iden-
tified as quasars are systematically offset from the expected distribution around
zero by a few tens of microarcseconds. They give an attempt to account for this
offset which depends non trivially on the magnitude, colour, and ecliptic latitude
of the source. We used their Python code to correct the parallaxes of M37 members
and then recomputed the mean value. However, as they point out in their work,
this correction is still under development and has problems, which seems to be
supported by the disagreement with the expected values of ~ 20 pas (cfr. Figure
5 of Lindegren et al., 2021a). We report also in Table this bias-corrected value,
as w?h.

As a final note, while the absolute value of the parallax has not a direct effect on
the membership probabilities, which is mostly a differential computation, it would
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L21

Table 2.1: M37 mean parallax and proper motion. The value of ™" is the parallax

corrected for the bias as is Lindegren et al. (2021a).

Parameter value unit
w 0.671 £ 0.001 mas
wl?! 0.629 + 0.001 mas
Mo 1.892 + 0.007 masyr—1
s —5.636 £ 0.007 masyr—1

still be good to have an indication of the systematic error in the just derived
parallax. Therefore, we can conservatively associate a maximal error of |w —
w?| = 0.043mas, to the absolute parallax of M37 derived from Gaia EDR3:
0.671 £ 0.001 £ 0.043 mas, i.e., corresponding to a distance of 1.540.1 kpc.

2.6 Catalogue of M37

As part of this work, we electronically release as Supporting Information on the
Journal a catalogue containing the Gaia EDR3 source ID and P, (the membership
probability calculated with the formalism presented in this work).

2.7 Summary

In this paper we presented a simple term, which involve parallaxes, to extend the
classical method for computing cluster-membership probabilities based only on
proper motions and spatial distributions. The proposed new formalism, therefore,
takes into account the full-astrometric information to compute memberships. Al-
though currently this method suite only data provided by the Gaia EDR3 catalog,
in principle this formalism could be adopted also to future other 5-parameters high-
precision astrometric catalogs, or possibly to extensions of the Gaia astrometry to
fainter magnitudes exploiting superior instruments capabilities (e.g. using Hubble
Space Telescope observations as in Bedin and Fontanive, 2018 2020). We also
note that employing relative instead of absolute parallaxes would not affect the
membership probabilities as parallaxes enter only as a relative quantity in the
calculations, nor would make any difference to add corrections for the systematic
errors, such as those described in Lindegren et al. (2021a) for Gaia EDR3.

We successfully applied this formalism to the case of the close-by open cluster
M37, and release the derived membership probabilities. Results show that the new
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term allow us to better separate cluster members from field stars at all the mag-
nitudes. We finally used the here-derived list of members to give a new estimate
of the astrometric parameters of the cluster.

Future improvements of the method might combine the photometric inform-
ation. Indeed, especially on wide open clusters with sparse densities, or in their
outskirts in general, field objects might survive even tights membership probabil-
ity selections, incidentally having same distance and motion of the clusters. Other
future works might also include a term that would take into account the velocity
along the line-of-sight of the sources (commonly referred to as radial velocities in
spectroscopy), when available. As Gaia radial velocities have not a great precision
(200-300 ms~! at best, up to 2.5 kms™!), nor they extend to sufficiently faint mag-
nitudes (G in the range 4-13), we ignored this term in this paper, which is focused
on the astrometric parameters only.
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3. Astro-photometric study of M37H

In this chapter we present an astrometric and photometric wide-field study of
the Galactic open star cluster M37 (NGC2099). The studied field was observed
with ground-based images covering a region of about four square degrees in the
Sloan-like filters ugi. We exploited the Gaia catalogue to calibrate the geometric
distortion of the large field mosaics, developing software routines that can be
also applied to other wide-field instruments. The data are used to identify the
hottest white dwarf (WD) member candidates of M37. Thanks to the Gaia EDR3
exquisite astrometry we identified seven such WD candidates, one of which, besides
being a high-probability astrometric member, is the putative central star of a
planetary nebula. To our knowledge, this is a unique object in an open cluster, and
we have obtained follow-up low-resolution spectra that are used for a qualitative
characterisation of this young WD. Finally, we publicly release a three-colour atlas
and a catalogue of the sources in the field of view, which represents a complement
of existing material.

3.1 Introduction

The vast majority of low- to intermediate-mass stars in the Galaxy end their
lives as white dwarfs (WDs). Their nature of compact objects has served as an
important test case for many areas of fundamental physics and stellar evolution
theories. WDs in open clusters (OCs) represent a unique opportunity to study
these objects in well characterised environments, as OCs usually have very well
determined properties such as age, distance, metallicity and reddening.

M37, also known as NGC2099, is a rich (with an estimated total mass of
~ 1500 M by Piskunov, A. E. et al., 2008), intermediate-age OC, with an angu-
lar size of about 1deg (Griggio and Bedin, [2022). As revealed by Cordoni et al.
(2018), this cluster exhibits an extended Main-Sequence (MS) Turn-Off, thus its
precise age is still under debate; Mermilliod et al. (1996) gives an age of about

!The content of this chapter has been published in Griggio et al. (2022a)
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400-500 Myr, compatible with the more recent estimate by Cordoni et al. (2018)
that gives an age of 550 Myr. M37 is located in the Auriga constellation, at a
distance of about 1.4kpc (Griggio and Bedin, 2022; Kharchenko et al., 2005). It
has been the object of several photometric studies (e.g., Kalirai et al., 2001b)) as
well as spectroscopic investigations (e.g., Pancino et al., 2010). Both photometric
and spectroscopic analyses mostly agree on the metallicity of this cluster, which is
around solar ([Fe/H] = 0.02-0.08, Casamiquela et al. (2019), Heiter et al. (2014)
and Netopil et al. (2016)), and give a reddening estimate in the range 0.2-0.3 (e.g.,
Kang et al., [2007; Sarajedini et al.,|[2004). M37 has been long known to host quite
a large population of WD candidates, consisting of ~ 50 stars that were identi-
fied via deep B- and V-band photometry down to V' = 23.5mag (Kalirai et al.,
2001b) and were characterised through optical spectroscopy (Kalirai et al., 2005).
More recently, spectroscopic follow-up have confirmed, rejected, or identified new
cluster members (Cummings et al., [2015), including a very massive ~ 1.28 M, ob-
ject (Cummings et al.,2016). The WD census of this OC is not yet complete due to
several reasons, like source crowding, dispersal of cluster members, unresolved bin-
arity with MS companions; current estimates outnumber the WD candidates by a
factor of 2-4 (Kalirai et al.,|2001b; Richer et al., 2021). Despite their faintness, 10-
15 confirmed WD members have been extensively studied for the characterisation
of the initial-to-final-mass relation (IFMR), leading to an increasingly improved
understanding of mass loss for low- to intermediate-mass stars (Catalan et al.,
2008; Cummings et al., 2018; Ferrario et al., 2005; Salaris et al., 2009).

In this paper we employ observations of M37 collected at the Asiago Schmidt
telescop in the Sloan-like ugi filters to develop and test a procedure to calibrate
the geometric distortion of the instrument, exploiting the Gaia Early Data Re-
lease 3 (EDR3, Gaia Collaboration et al., 2021) absolute reference system, which
will be applied also to other wide-field imager mosaics.

By using the method of astrometric cluster membership presented in Griggio
and Bedin (2022), we have identified seven new WD member candidates that
are currently at the hot end of the WD cooling sequence, which has so far been
overlooked by previous searches. These new candidates include the likely central
star of a planetary nebula, for which we have also obtained two sets of follow-up
spectra. We analyse their physical properties and further discuss their cluster
membership.

In Sections [3.2] and [8.3] we describe the observations and the data reduction

’https://www.oapd.inaf.it/asiago/scientific-information-about-telescopes-research/
telescopes-and-instrumentations/schmidt-6792
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Figure 3.1: Stacked three-colour image (u,g,i) of the field of view, with superim-
posed a grid with equatorial ICRS coordinates.

routines. In Sections and we use the membership probability and the astro-
metric parameters to select cluster members, and we show the colour-magnitude
diagrams in the ug: filters. The newly identified WD member candidates and the
their spectral energy distribution analysis are presented in Section Section
describes the catalogue that we publicly release.

3.2 Data set

The data were collected with the Schmidt 67/92cm telescope in Asiago (Italy)
between 2020 November, 8% and 21%%. The telescope is equipped with a KAF-
16803 CCD, with an active area of 4096 x 4096 pixels and a field of view (FOV)
of 59 x 59 arcmin?, that corresponds to a ~ 0.87 arcsec/px scale. We collected a
mosaic of about 2x2deg?, with a ~ 13 arcmin overlap. All the tiles of the mosaic
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Table 3.1: Data set used in this work. All the observations were carried out in
November 2020.

Filter # of exp. X texp Airmass (arcsec) Seeing (arcsec)
(best-worst) (best-worst)
1 66 x 240s 1.03-1.72 1.51-3.22
22 x 10s 1.03-1.73 1.47-3.04
g 66 x 240s 1.03-1.84 1.53-3.25
22 x 10s 1.03-1.85 1.52-3.05
U 66 x 240s 1.04-1.97 1.55-2.40
23 x 10s 1.04-1.98 1.53-2.63

were dithered, and images collected in three filters, u-,g-, i-Sloan, for a total of
198 images (some of which were later discarded due to poor image quality) each
with a 240s exposure time. In addition, we collected a set of images with a 10s
exposure time to have a better estimation of the flux of very bright sources that
are saturated in the 240s data. Table summarises the observation log.

The mosaic covers an area centred on M37. A stacked image in three-colour
version is shown in Figure a description on how the stack was produced will
be given in Section [3.3.4.

3.3 Data reduction

The data have been corrected via standard calibrations (bias, dark, linearity and
flat field). In addition, we accounted for the effects of geometric distortion on the
pixels’ area in different positions of the CCD, which result into wrong estimations
of the flux. In particular, for each pixel we computed a correction factor as the
ratio of the area of the distortion-corrected pixel (see [3.3.2) and the area of the
raw pixel (by definition equal to unity).

3.3.1 Preliminary photometry

The first step was to perform a “preliminary” photometry (i.e. we extracted only
the flux of the brighter stars down to a magnitude limit of g ~ 17), which is
then used to compute the transformations between the frames. To this extent we
started by using a version of the software by Anderson et al. (2006) adapted to the
Schmidt’s images to derive a grid of empirical point spread functions (PSFs) for
each image. To take into account the spatial variation of the PSF across the FOV,
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Figure 3.2: Distortion map for image SC132788 before (left) and after (right) the
distortion correction routine. The central panels represent the CCD coordinate
system, with the arrows showing the magnitude and direction of the distortion
on each point, corresponding to a 200 x 200 pixels box. The arrows have been
multiplied by a factor 2500 for visualisation purposes. On the top and left panels
we show a projection on the axes of the x and y components of the distortion.

the image is divided into 9x9 regions, and for each region, a PSF is empirically
computed using bright, unsaturated and isolated stars. In this way, for each point
on the image, a local empirical PSF can be derived by the bilinear interpolation
of the 4 closest PSFs.

The grid of PSFs and the image are taken as inputs from a software (described
in Anderson et al., 2006, and adapted to our detector) that finds and measures
positions and fluxes of the sources in the image by using the local PSF. The
routine goes through several iterations progressively finding and measuring fainter
sources, until it reaches a threshold limit of 50 above the sky background noise.
The software outputs a catalogue (one for each image) containing positions and
instrumental magnitudes of the stars.

3.3.2 Geometric distortion

To correct for field distortion, we exploited the Gaia EDR3 absolute reference
frame. We cross-referenced the stars in our preliminary catalogues with the stars
in the Gaia EDR3. We used bright, unsaturated sources to derive a general six
parameter transformation between the reference frame of our catalogues to the
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Gaia reference frame (projected onto the tangent plane of each exposure), and then
we computed for each star in each catalogue the residuals between the transformed
positions and those given by Gaia. We divided the residuals from all the catalogues
in bins of 200 x 200 pixels, and for each bin we calculated the mean residual in
x and y. The distortion correction routine uses this map of residuals to correct
the position of each star via a bi-linear interpolation between the four nearest grid
points. In Figure we show an example of distortion map before and after the
correction, left and right, respectively. In the figure we see the CCD divided into
21 x 21 bins, where the arrows represent the mean residual of each bin. Before
applying the correction, in particular near the edges of the detector, the distortion
goes up to 0.15 pixels, while after the correction have been applied the distortion
is less than 0.05 pixels (about 40 mas).

3.3.3 The master frame

The next step is to put all our images into a common reference frame. This allows
us to measure the same star in different exposures simultaneously, thus increasing
the signal for fainter sources. The coordinate system on the CCD lies on the plane
tangent to the celestial sphere at the central point of the FOV. Since our images
have large dithers, each of the 2 x 2 fields lies in a significantly different tangent
plane, as discussed also in Libralato et al. (2015) for a different detector.

In order to derive the coordinate transformations to put every image in the
same tangent plane, we took advantage of the Gaia absolute reference frame. We
started by cross-referencing the stars in our preliminary photometry catalogues
with the Gaia EDR3, after correcting their positions for geometric distortions of
the field. The Gaia coordinates were corrected for proper motions to be reported
at the epoch of the observations, and then projected onto the tangent plane of
each exposure using the procedure described in Bedin and Fontanive (2018). This
allowed us to derive (for each frame) a global six-parameter transformation from
the (X,Y) reference system of the CCD to the meta-coordinate system (§,n) of
its tangent plane.

We then applied the inverse transformation to project back on the celestial
sphere our positions, to have all our preliminary catalogues in spherical coordinates
(cr,0). We then arbitrarily chose a point («y, dy) (the same for all the exposures)
to project down again all the catalogues onto a common reference system (that
now lies in the same tangent plane for every image): in particular we projected all
the catalogues on the tangent plane of the image SC132969 (archival name), and
then applied the inverse transformation from the (§,7) coordinate system of the
tangent plane to the (X,Y) system of the chosen catalogue.
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After these steps we have all the catalogues lying in the same plane, in physical
pixel coordinates (X,Y'), with a mean pixel scale of 868 mas/px. For the sake of
conciseness, in the following we will call “preliminary catalogues” the catalogues
after the transformations to get them onto the same coordinate system.

To define the master frame we downloaded a portion of the Gaia EDR3 cata-
logue centred on M37 with a radius of 1.5 deg, we reported the positions of its stars
to the observed epoch, we projected it down on the same tangent plane chosen
in the previous step and we converted the meta-coordinates to pixel-coordinates
by dividing by the pixel scale. For each filter (u, g, ¢) we compiled an average
catalogue combining all the single preliminary catalogues and produced a list of
the sources found in at least eight images, giving for each source the 3o-clipped
averaged position and magnitude. These averaged positions and magnitudes are
then cross-referenced with the Gaia catalogue to obtain a final list of objects with
Gaia positions and ugi-magnitudes. This list is then used as master frame: we
compute the transformations between each preliminary catalogue to this reference
system, which are then used as input in the next step.

3.3.4 Second-pass photometry

The second-pass photometry is performed by the software KS2 (an evolution of the
code presented in Anderson et al., 2008b)) originally developed for HST images,
modified to suit the Schmidt sensor and data taken with large dither patterns.
Below we give a brief overview of the KS2 software, which is described in detail by
Bellini et al. (2017) and Nardiello et al. (2018b)) (see also Scalco et al. (2021) for
a more recent application).

The inputs of the KS2 routine are: the images, the PSFs and the transforma-
tions derived from the preliminary photometry to find and measure the sources in
all the exposures simultaneously. The star finding process goes through different
iterations, moving progressively from the brightest to the faintest sources. The
software takes as input also a list of bright stars from the preliminary photometry
and construct weighted masks around them, which help to avoid PSF-related arte-
facts. In each iteration the program finds and measures the stars which fit the
conditions specified for that iteration, and then subtracts them and proceeds with
the next iteration.

KS2 measures, in each image, the flux and position of the source using the
appropriate local PSF. The star position and flux is determined by fitting the PSF
to its 5 x 5 central pixels as in the preliminary photometry, but it computes the
final position ad flux as an average between all the images, with the local sky value
is computed from the surrounding pixels.
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Saturated stars are not measured by KS2; their position and fluxes are recovered
by the preliminary photometry and supplemented in the output. To properly
measure the stars that were saturated in the 240 s exposures we used the 10s im-
ages. We performed a second-pass photometry on the short exposures separately,
with the zero point registered on the long exposures, and we cross-referenced the
sources in the long and short catalogues. We then replaced the magnitudes of the
saturated stars in the 240s catalogue with those measured on the 10s frames.

The major upgrade in the code is devoted to perform the projections illustrated
in Sec. [3.3.3 on the images, to make the code suited to wide-field images taken
with large dither patterns. The upgraded code takes as input a set of additional
files that are needed to perform the transformations between the local and the
master frames. The additional files are:

1. one file per image containing the coefficients for the six parameters of the
most general linear transformation from the local (X,Y") to the (¢, n) frame
of the tangent plane;

2. one file per image containing the tangent point to each frame used for the
projection on spherical coordinates;

3. one file that contains the (g, dg) point needed to project all the frames onto
the same tangent plane;

4. one file that contains the parameters to transform the projected positions on
the (X,Y) frame of the chosen image.

The KS2 software also outputs an image stack per filter that can be combined for
display (as in Figure , although they are not suitable for extracting photometry
(details on how the stack is produced are given in Anderson et al.,[2008a). As part
of this work, we also made publicly available these atlases of the astronomical
scene in the three bands ugs.

3.3.5 Input-output corrections

In extracting photometry for faint stars, the flux is systematically overestimated
when the central pixel of a star coincides with a local maximum of the background
noise. This is a well known effect (sometimes referred to as “stellar migration”)
that needs to be corrected for (see Bedin et al. (2009) for details). In order to
asses the systematic errors, we performed an artificial-star (AS) test using the
same procedure described in Anderson et al. (2008b). For each AS we chose a
random position and » magnitude; the g — ¢ colour is then chosen such that the
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Figure 3.3: Correction of stellar migration for g-filter magnitudes. Top panel:
difference between the inserted and the recovered magnitude. Orange dots are
the mean residuals for each magnitude bin. The orange line is the interpolating
quadratic spline. The dashed line indicates the null difference. Bottom panel: re-
siduals after the correction. Orange dots are the mean residual for each magnitude
bin. The dashed line indicates the null difference. Magnitudes on the x axis are
instrumental.

star falls on the MS ridge-line (drawn by eye). The AS is added in each exposure
at the specified position, in the form of an appropriately scaled PSF with Poisson
noise. The software routines then operate blindly, finding and measuring all the
stars. Examining the output we can determine the accuracy at each magnitude in
recovering the AS. Figure (top panel) shows the difference between the inserted
and recovered magnitudes for ASs in the ¢ filter, as function of the instrumental
magnitude.

To account for these errors we derived a correction in the following way: we
started dividing the ASs in bins of 0.5 magnitudes. We sigma-clipped each bin
(at 20) around its median to remove outliers, and calculated the median as an
estimator of the residual for that bin. We then interpolated the points with a
quadratic spline as a function of the magnitude. We used this relation m —mour
versus m to correct the effects of the stellar migration on the magnitudes of the
stars in our catalogue. In Figure (bottom panel) we show the result of this
procedure.
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Figure 3.4: Calibration of the three filters (i, g, u): the coloured lines represent
the linear fit.

3.3.6 Photometric calibration

Our instrumental magnitudes have been transformed into the Isaac Newton Tele-
scope (INT) Galactic Plane Survey (IGAPS; Monguié et al., 2020) photometric
system, that merges the INT Photometric Ha Survey (IPHAS; Drew et al., 2005)
and the UV-Excess Survey (UVEX; Groot et al., 2009). We chose the IGAPS
catalogue as a reference because, to our knowledge, it is the only one covering the
M37 FOV in our three (u, g, ©) filters, though its pass-bands are not exactly equal
to ours. The IGAPS gri photometry is itself uniformly calibrated against the Pan-
STARRS system (Chambers et al., 2016) with an internal accuracy of 0.02 mag
(Monguio6 et al., [2020). The IGAPS Urgo band is calibrated on a run-by-run basis
across the M37 region.

We calibrated our photometry by using the relation migaps — Mingtr versus the
colour index (g—1) in our instrumental magnitudes, as illustrated in Figure . To
obtain this relation we cross-matched our sources with the IGAPS catalogue. We
considered the stars that were not saturated in both our exposures and IGAPS,
and we linearly interpolated (for m = i, g, u) the migaps — Minstr VErsus g — @
distribution. A first calibration has been performed using all the unsaturated
stars in our catalogue, and after selecting the cluster members (see next section),
in order to mitigate potential systematic effects, we further restricted the sample
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Figure 3.5: Members selection. Top left: membership probability for all the
sources. We reject the stars that fall above the red line. Top right: G mag-
nitude vs parallax. Here we reject the stars that fall outside the region delimited
by the two red lines (blue dots). The black dashed line represents the median
parallax. Bottom left: proper motions of the sources that passed the previous two
cuts vs their G magnitude. We kept the sources between the red dashed lines (blue
dots). Bottom right: spatial distribution of the sources. Blue dot are the selected
members of M37.

to M37 members only. To transform the instrumental magnitudes we adopted
the relation mea = Minser + ao + a1 X (g — 1), where me, is our final magnitude
calibrated with respect to IGAPS, and the coefficients are determined via a best
fit approach. Higher order polynomials proved to be unnecessary.

3.4 Selection of cluster members

The selection of member stars have been performed using the membership prob-
abilities derived from Griggio and Bedin (2022). To select highly-reliable cluster
members we adopted the procedure that is displayed in Figure In the top
left panel, we show the membership probability plotted against the Gaia-G band
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Figure 3.6: g5 versus magnitude in each filter. We marked as good (pho_sel f=1,
f =, g, i) the stars that are above the orange line and 30 above the sky.

magnitude. We applied a by-eye cut with the idea of selecting the bulk of sources
with cluster membership at each magnitude. This cut is indicated by the dashed
red curve, and we kept only the sources below that curve. This cut on the mem-
bership probabilities becomes less strict going towards fainter magnitudes as the
measurement errors increase and members becomes less certain.

This sample has then been constrained on the parallax versus magnitude plane
(top right panel). We divided the data into magnitude bins of 1 mag, and for each
bin we calculated o ; = 68.27' percentile of the residuals around cluster’s parallax
w (given by Griggio and Bedin, 2022). We derived the red curves interpolating
the points @w £ 20, ; with a spline. The last selection was performed on the proper
motions versus G plane. We applied the same procedure as for the parallax to
and pgs to derive the red curves. On the bottom right panel we show the spatial
distribution of the stars that are selected as M37 members.

3.5 Sloan colour-magnitude diagrams
We first rejected sources with poor measurements, by applying a cut in the quality
of fit (gg¢) parameter, which is in the KS2 output for each source. The g5 measures

how well a source is fitted by the PSF; a g, = 1 indicates a perfect fit. The cuts
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Figure 3.7: Colour-magnitude diagrams in ug: filters. Grey points represent the
sources that passed the quality cuts in the considered filters of each CMD. Blue
points are the sources that passed the members selection. The dashed green line
represents the 30 cut above the sky background level (in u and g respectively).

we performed are shown in Figure [3.6] In addition to these cuts, we selected the
sources that are at least 30 above the sky background. The sources that passed
these selection criteria and are not saturated are flagged with pho_sel f = 1 in
our catalogue, with f = u, g, ¢. The additional flag pho_sel = 1 is for stars that
passed the selection in all the three filters.

In Figure we show a colour-magnitude diagram (CMD) of the selected
sources in the FOV (in grey) of M37 and the cluster members as defined in previous
Section (in blue). The dashed green line represents the 3¢ cut above the sky
background in the u and g filters.

3.6 White dwarf member candidates

M37 is known to host a few, faint white dwarf (WD) members, also including a
very massive object of &~ 1.3 Mg (Cummings et al., 2015, 2016). Given the current
age of M37, the lightest WD members that could have formed through canonical
single-star evolution are expected to have ~ 0.7 M. We focused our search for
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Figure 3.8: Two colour diagram of member stars. Blue points represent the cluster
members. Orange dots indicate the sources that passed the selection described in
the text. The orange dots encircled in black are those that we selected as WD
member candidates.

WD candidates at the hot-end of their cooling sequence that, however, for M37
corresponds to a region of the CMD where the measurement errors of Gaia are the
largest.

We restricted our search to sources with Ggp > 18 and —0.5 < Ggp—Ggrp < 0.5
where we expect to find WDs that have just recently formed and have both the
same distance and reddening of M37 (d = 1.5+ 0.1kpe, Griggio and Bedin (2022);
E(B —V) = 0.26, Cordoni et al. (2018)). We selected from this region the stars
with proper motions and parallaxes that are compatible within 30 with those of
the cluster. To confirm the isolated WD nature of these objects we built a two-
colour (u — Ggp, g — Grp) diagram (Figure [3.8), in which we identify the stars
that passed this selection with an orange dot. Seven of them possess the typical
blue colours of isolated WDs. All the previously known WD members of M37 are
fainter than our Gaia-based selection (Cummings et al., 2015, 2016, and references
therein).

The astrometric and photometric properties of the seven WD candidates are

shown in Figure [3.9] along with the other cluster members. Their relevant Gaia
data are listed in Table[3.2] In Figure we show the finding charts for WD2-7,
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Figure 3.9: Left: CMD of M37 members in the Gaia pass-bands (blue). Orange
dots are the WD member candidates identified in this work. Error bars for parallax
and proper motions are given by Gaita EDR3 uncertainties. Top right: parallax
vs Gaia G magnitude; the vertical red line represents the parallax of the cluster.
Bottom right: Proper motion diagram; the red lines represent the absolute proper
motion of the cluster.

while that of WD1 is shown in Figure (right).

3.6.1 Spectroscopic follow-up of WD1

We collected optical spectra of the brightest candidate, WD1, with the Asiago
Faint Object Spectrograph and Camera (AFOSC) mounted on the 1.82-m Co-
pernico telescope operated by INAF-Osservatorio Astronomico di Padova atop of
Mount Ekar, Asiago, Italy. We used the gr4d grating with both 2.5 and 1.69-wide
slits, achieving a resolving power of R = 219 and 325 at the central wavelength
of grd for the two setups, respectively. One single exposure of 3600-s were taken
on November 10, 2021, under hazy sky conditions (slit 2.50 arcsec), while three
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Table 3.2: Photometric and astrometric properties of the seven WD candidates.

# Gaia EDRS3 ID G GBP GRP g u 1
WD1 3451205783698632704 19.154 19.100 19.362 19.164 17.716 19.271
WD2 3451182182857026048 20.137 20.038 20.156 20.160 18.859 19.923
WD3 3451201076423973120 19.769 19.746 19.904 19.781 18.448 19.768
WD4 3451167786125150592 20.560 20.492 20.552 20.641 19.707 20.762
WD5  3451200114340263296 20.660 20.642 20.540 20.662 19.596 20.457
WD6 3448258267902375296 19.917 19.957 20.081 20.050 19.130 20.171
WDT7 3454340495645123584 20.599 20.643 20.580 20.531 19.375 20.134
fio [mas/yr] fis [mas/yr] @ [mas]

WD1 2.003 £+ 0.387 —5.371 £ 0.219 1.020 £ 0.315

WD2 0.353 £ 0.916 —5.877 £ 0.490 —0.224 £ 0.640

WD3 1.858 £ 0.550 —6.064 + 0.368 0.444 £+ 0.492

WD4  1.500 £ 2.443 —5.743 +0.946 3.649 +1.932

WD5  0.796 + 1.845 —2.684 £ 1.076 0.688 £ 1.746

WD6  2.534 £ 0.787 —6.675 £ 0.435 0.443 £ 0.643

WD7 2177+ 1.786 —3.378 £ 0.755 0.682 £ 1.164

exposures of 2700-s each were taken on January 12, 2022 under good sky condi-
tions (slit 1.69 arcsec). The data were reduced with an iraf (Tody, 1986) based
pipeline, i.e. FOSCGUIE The average second-epoch spectrum signal-to-noise ratio
(S/N) is around 15. A first look of the combined spectrum confirmed this star as
a hot, likely hydrogen-deficient star.

We re-observed WD1 with the Device Optimized for the LOw RESolution
(DOLORES, LRS in short) that is mounted on the Telescopio Nazionale Galileo
(TNG) at the Observatorio del Roque de los Muchachos (Canary Islands, Spain).
We took three exposures of 1800 seconds each on 2022-03-03, in service mode dur-
ing Director Discretionary Time (program A44DDT3). We used the low-resolution
blue grating (LR-B) with a I-arcsec slit that enabled a dispersion of 2.8 A /pixel
and a resolution of 11 A at 5577 A. The observations were performed in dark time
under good weather conditions and with a seeing well below 1 arcsec. The spec-
trophotometric standard Hiltner 600 was observed at the beginning of the night
with the same slit width. The data were reduced, 1D optimally extracted and
wavelength and flux calibrated by using standard reduction procedures with the

3FOSCGUI is a graphic user interface aimed at reducing spectrophotometric data and ex-
tracting spectroscopy of the focal reducer type spectrograph/camera FOSC. It was developed by
E. Cappellaro. A package description can be found at http://sngroup.oapd.inaf.it/foscgui.html
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Figure 3.10: Left: The TNG/LRS spectrum (black) and the Asiago/AFOSC spec-
trum (gray). The latter is shifted vertically by a constant factor. We have labelled
some of the most prominent Heil and C1v lines. Right: Tri-chromatic stack
finding-chart of WD1.

starlink (Currie et al., 2014), pamela (Marsh, 2014), and molly (Marsh, 2019)
software packages. The average LRS spectrum of WD1 has S/N = 35 at 5500 A.
In Fig.[3.10] we show both the AFOSC and LRS spectra, labelling the most prom-
inent absorption features of C1v at &~ 4660 and 58015812 A and the He1I lines.

3.6.2 Physical parameters

In order to shed more light on the properties of the seven WD candidates, we
performed model fits of their Spectral Energy Distributions (SED). We collected
available photometry from the Galaxy Evolution Explorer (GALEX DR6+7; Bi-
anchi et al., 2017), IGAPS (Monguié et al., 2020), PanSTARRS (Chambers et
al., 2016), and the Sloan Digital Sky Survey (SDSS DR12; Alam et al., 2015).
The SED fitting procedure allowed us to estimate the effective temperature (7o),
radius, mass, and cooling age of the candidate WDs via x? minimisation of the
difference among observed photometry and the appropriate synthetic magnitudes.
The latter were computed from a grid of Koester (2010) models for hydrogen-
dominated WD spectra (DA type), which we mapped on the La Plata cooling
tracks (Althaus et al., 2013; Camisassa et al., 2016). We adopted the distance of
M37 and the differential reddening estimated (following the procedure described
in Bellini et al., 2017) from the cluster neighbours of each WD candidate as ex-
ternal priors in the SED fitting routine. The results of our SED fitting are shown
in Fig.[3.13 for WD2-WD7. Their photometrically estimated physical parameters
are listed in Table|3.3. The physical parameters of WD1 that could be obtained
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Table 3.3: Physical parameters of six WD candidates obtained from the SED
fitting analysis.

# Te [K] R/Re  M/Mg  Teool [Myr]
WD2 46900129990 0.019+39%  0.52+0-1 1.97%2
WD3 64500719999 0.02079:952  0.57+3:93 0.749%

WD4 60800712190 0.01570:001  0.67+0:%8 0.8759
WD5 41900118990 0.017+39%%  0.567542 3.4133
WD6 3500075205 0.02470:008  0.4470:03 3.1418
WD7 211007239 0.02770:092  0.3370:03 747207

81200 08, 150- 62 160 Fos’ %0 25 120, Jo.400" g Seg
» > - oL~ - 3

Figure 3.11: Left: RGB stack of the region around WD1, encircled in yellow. The
putative locations of the two lobes of the PN are encircled in cyan. Right: Ha—
r image of the same region, which highlights the nebula, taken from the HASH
database (Parker et al., 2016).

from the SED fitting routine would not be reliable, because this star is confirmed
not to have a hydrogen-dominated atmosphere (see next section). A spectroscopic
follow-up of the most likely candidates (that is WD2, WD3, WD4, and WD5)
remains necessary in order to independently confirm their cluster membership.

WD1

The LRS spectrum of WDI1 confirms it as a hot, hydrogen-deficient WD that
appears as an intermediate object between the PG 1159 and DO classes (Reindl
et al., Werner and Herwig, . The spectral resolution and S/N of the
spectra in hand are not sufficient for performing a quantitative spectral analysis,
but its Teg is likely hotter than 60,000 K. This star was also identified by Chornay

48



CHAPTER 3. ASTRO-PHOTOMETRIC STUDY OF M37

and Walton (2021) as the central star of a faint, bipolar planetary nebula (PN)
(PN G177.5403.1; Parker et al., |2016). From Fig. a diameter d = 460 arcsec
can be estimated (consider d = 4 x r, with r being the radius of one lobe). Assum-
ing furthermore a distance of 1.5 kpc (Griggio and Bedin, 2022), and an expansion
velocity of 20km/s, one can estimate the age of the PN to be 82kyr. Such an
old PNe can be expected for a star that has already entered the WD cooling se-
quence. The relation of this PN (shown in Figure with WD1 needs further
confirmation: additional follow-up observations are needed to better character-
ise the evolutionary status and cluster membership of WD1 (that appears as a
high-probability astrometric member of this cluster, having passed the member-
ship selection criteria), via quantitative spectral analysis. If its physical properties
and radial velocities turn out to be also compatible with the expected parameters
(a mass that is larger than 0.7 M, as well as a total age and mean radial velocity
like those of the other M37 members) WD1 would represent a very rare (if not
unique) central star of a planetary nebula (CSPN) that has passed all the tests
of open cluster membership (Bond et al., 2020; Fragkou et al., 2019; Moni Bidin
et al., |[2014).

WD2, WD3 and WD5

For these three stars we have estimated photometric masses that are within 2 or
3-sigmas from the minimum allowed mass for single star evolution of 0.7 M. The
estimated cooling ages are compatible with the total age of M37. In addition,
WD3 passed the membership selection criteria.

WD4

This object is the most likely cluster member confirmed at the 1-o level, as we
obtain a T,y = 60800T%2100 K, a mass of 0.67 4 0.08 My, and a cooling age of
0.8759 Myr. If confirmed via spectroscopic follow-up, this WD could be one of the
youngest evolved members of M37.

WD6 and WD7

Although they are likely very young, these two WD candidates have photometric
estimates of radii and masses that are not compatible with their proposed mem-
bership to M37. In fact, masses lower than 0.5 M, are indicative of He-core WDs,
originated from RGB stars with electron degenerate helium cores, that have lost
their envelope before the onset of the helium flash. Given the age of this cluster,
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the presence of He-degenerate cores in the post-MS stars is very unlikely (theor-
etical isochrones predict post-MS stars with initial masses larger than 2.5Mg).
Therefore, we do not believe that these two WDs can belong to M37.

3.7 A new catalogue

With this paper we publicly release a catalogue of the region described in Section
The catalogue contains photometry of 210907 sources in the Sloan-like filters
u, g and ¢ and Gaia EDR3 photometry and astrometry for the sources that are
present also in the Gaia catalogue. The sources that are not detected by Gaia
have the column gid set to zero. The value 999 is a placeholder for missing
values (e.g., a source that has not been detected in the w filter has u = 999).
The columns of the catalogue are described in Table The catalogue and the
stacked image are available at the following url: https://web.oapd.inaf.it/
bedin/files/PAPERs_eMATERIALs/M37_ugiSchmidt/.

3.8 Conclusions

We reduced and analysed Schmidt images of the open cluster M37 combining our
photometric catalogue with Gaia EDR3. We developed software tools to correct
for the geometric distortion exploiting the Gaia reference system in the case of
data from wide-field imagers collected with large-dithers. The set of routines that
we developed for this specific instrument will be applied also to other wide-field
imagers.

We have astrometrically and photometrically identified seven isolated WDs
as candidate cluster members. We obtained follow-up low resolution spectra for
one of them, confirming it as a hot, hydrogen-deficient (pre-) WD. This star was
previously identified as the likely central star of a faint PN (Chornay and Walton,
2020). Further follow-up spectroscopy is needed to univocally confirm it as one
rare example of CSPN belonging to a Galactic open cluster. By means of spectral
energy distribution analysis, we suggest that four out of seven WD candidates are
likely or very likely cluster members. Follow-up spectroscopy is also needed to
confirm their cluster membership, eventually joining the already numerous family
of degenerate stars found in this rich open cluster (Cummings et al., 2015, 2016).

We also publicly released a catalogue of 210907 sources in a ~ 2 x 2 deg? region
centred on M37, complementing the already existing data from IGAPS.
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Table 3.4: Description of the columns in our catalogue.

Column Description

gid Gaia EDR3 id of the source

ra right ascension [deg]

dec declination [deg]

i magnitude in the i filter

ei error on the ¢ mag

g magnitude in the g filter

eg error on the g mag

u magnitude in the u filter

eu error on the u mag

qi quality flag for ¢+ mag

qg quality flag for g mag

qu quality flag for © mag

oi fraction of flux within the PSF aperture in i filter due to neighbours
og fraction of flux within the PSF aperture in g filter due to neighbours
ou fraction of flux within the PSF aperture in w filter due to neighbours
pho_sel 1 if source passed photometric cuts in all filters

pho_sel i 1 if source passed photometric cuts in the ¢ filter
pho_sel g 1 if source passed photometric cuts in the g filter
pho_sel u 1 if source passed photometric cuts in the u filter

G magnitude in the Gaia EDR3 G filter
eG error on the G mag

Gbp magnitude in the Gaia EDR3 Gpgp filter
eGbp error on the Ggp mag

Grp magnitude in the Gaia EDR3 Ggp filter
eGrp error on the Grp mag

PI parallax [mas]

ePI error on parallax [mas]

muRa proper motion on ra [mas/yr]|

emuRa error on muRa [mas/yr]

muDec proper motion on dec [mas/yr]

emuDec error on muDec [mas/yr]

P membership probability

member 1 for sources that passed our members selection
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3.9 Additional figures

In this section we show the finding charts and the best fit results for the SED
analysis of six WD candidates.
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(e) WD | f) WD 7

Figure 3.12: Finding charts of six WD candidates.
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Figure 3.13: Best fit results for the SED analysis of six WD candidates. In each
panel, the upper plot shows the best-fit model (black) and the models correspond-
ing to the uncertainty range (grey). The bottom plots represent the residuals
among the used photometry and the be%’gl—ﬁt model.



4. The white dwarf sequence in M37H

In this chapter we use new observations from the Canada-France-Hawaii Telescope
to study the white dwarf cooling sequence of the open cluster M37, a cluster that
displays an extended main sequence turn-off and, according to a recent photometric
analysis, also a spread of initial chemical composition. By taking advantage of a
first epoch collected in 1999 with the same telescope, we have been able to calculate
proper motions for sources as faint as g~ 26 (about ~ 6 magnitudes fainter than
the Gaia limit), allowing us to separate cluster members from field stars. This has
enabled us to isolate a sample of the white dwarf population of M37, reaching the
end of the cooling sequence (at g~ 23.5). The here-derived atlas and calibrated
catalogue of the sources in the field of view are publicly released as supplementary
on-line material. Finally, we present an exhaustive comparison of the white dwarf
luminosity function with theoretical models, which has allowed us to exclude the
age-spread scenario as the main responsible for the extended turnoff seen in the
cluster colour-magnitude-diagram.

4.1 Introduction

During the last few years the unprecedented quality of the photometric and astro-
metric data obtained with the Gaia spacecraft has greatly refined our knowledge
of the Milky Way open clusters (OCs). The OC census has improved through
the rejection of thousands of misidentified OCs in the literature and the discovery
of several hundreds new confirmed OCs (see, e.g., Cantat-Gaudin et al., 2018a;
Castro-Ginard et al., 2018, for some examples); moreover, the improved determin-
ation of stellar memberships and orbital parameters has provided us with a better
characterisation of individual clusters.
In this respect, the analysis of the exquisite, high-precision Gaia colour-magnitude

diagrams (CMDs) of bona fide members of selected OCs, has recently revealed the
presence of extended main sequence (MS) turn off (TO) regions and broadened

!The content of this chapter has been published in Griggio et al. (2023b).
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MSs, that cannot be originated by field contamination, binaries and differential
reddening alone (see, e.g., Bastian et al., |2018; Cordoni et al., [2018; Griggio et al.,
2022b; Marino et al., 2018b} and references therein). These features are similar
to what is observed in the Magellanic where star clusters younger than about
2 Gyr display extended TO regions (see, e.g., Goudfrooij et al., 2014; Mackey and
Broby Nielsen, 2007; Mackey et al., |2008; Piatti and Bastian, 2016 and references
therein), and clusters younger than ~ 600-700 Myr display also split MSs (see, e.g.,
Correnti et al., 2017; Li et al., 2017; Marino et al., |[2018a, and references therein).

Whilst there is mounting evidence that rotation —as opposed to an age range
among the cluster population— is the main culprit to explain these features in the
CMD of both open OCs and Magellanic Cloud clusters (see, e.g., Bastian et al.,
2018; Kamann et al., 2018, 2020, 2023, and references therein), our photometric
analysis of the ~ 500 Myr old OC M37 (NGC2099) — with an extended TO and
no split MS — has targeted a magnitude range populated by stars with convective
envelopes, hence predicted to be in any case slow rotators, disclosing the presence
of a sizeable initial chemical abundance spread, which may or may not be somehow
related to the extended TO (Griggio et al.,2022b)). We made use of synthetic stellar
population and differential colour-colour diagrams using a combination of Gaia and
Sloan photometry to show that the observed MS colour spread in the high-precision
Gaia Early Data Release3 (EDR3 Gaia Collaboration et al., 2021) CMD can
only be reproduced by differential reddening and unresolved binaries plus either
a metallicity spread A[Fe/H]~ 0.15, or a range of initial helium mass fractions
AY ~0.10. As discussed in Griggio et al. (2022b)), the existing spectroscopic (high-
and medium resolution) measurements of the cluster stars’ metallicity provide
indications both in favour and against the existence of a [Fe/H]| spread (in which
case our results would point to a sizeable helium abundance spread), but a high-
precision differential abundance analysis of a consistent sample of cluster stars is
needed to address this issue spectroscopically.

It is worth noticing that the existence of chemical abundance spreads in low-
mass clusters like OCs (M37 has an estimated mass of just 1000-1500 M, see
Piskunov, A. E. et al.,|2008) is unexpected and hard to explain, and has important
implications not only for models of cluster formation and the test of stellar models
on CMDs of OCs, but also for the technique of chemical tagging (Freeman and
Bland-Hawthorn, 2002), based on the idea that clustering in chemical space can in
principle associate individual field stars with their birth clusters, assumed chem-
ically homogeneous. If OCs are commonly born with a sizeable internal [Fe/H]
range, the suitability of this technique for field stars in the disk of the Milky Way
is challenged.

In this paper, we present a new photometric analysis of M37’s white dwarf
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(WD) cooling sequence (CS), which improves upon earlier results by Kalirai et
al. (2001b) in several ways. The area covered by our observations is over three
times larger than Kalirai et al. (2001b), who also used the outer regions of their
mosaic to estimate field stars contamination, which are however now known to host
several members stars (Griggio et al., 2022a). For our field decontamination we
have used a safer region much further away from the cluster core, and in addition
we exploited their data to obtain proper motions with a time baseline of 23 years,
which allowed us to determine a sample of WD members.

Taking advantage of this new data we have performed a theoretical analysis
of the observed CS to seek for additional constraints on the origin of the cluster
extended TO and its chemical abundance spread. The present-day low total mass
of M37 seems to preclude the presence of multiple generations of stars and hence
of an age spread according to the scenario presented by Goudfrooij et al. (2014),
because the cluster should not be able to retain the ejecta of those first-generation
stars that can provide material for further episodes of star formation (asymptotic
giant branch stars, supernovae). However, the chemical composition spread we
detected photometrically seems to suggest otherwise, hence it is important to
derive independent constraints about the origin of the observed extended TO.
The study of the WD cooling sequence and its consistency —or lack of- with ages
inferred from the TO can provide us with these independent clues.

We also publicly release the catalogue with magnitudes and proper motions of
the covered region, containing more than 120 000 sources.

The outline of the paper is as follows. Section[4.2] presents our new observations,
the data reduction process, and the artificial star tests; Sections[4.3|and [4.4] present
the observed WD CS and its theoretical analysis, respectively, and are followed by
Sectionld.5 with the conclusions.

4.2 Observations

The main data employed in this article was obtained with the MegaPrime cam-
era at CFHT, between September 27th and 29th, 2022 (PI: Nardiello). The
MegaPrime camera is composed of forty 2048 x 4612 pixels CCDs, with a pixel
scale of ~0.187arcsec/px. We collected a set of three images with an exposure
time of 300s, and three images of 5s, both in the Sloan filters g and r. The ob-
servations in g were repeated twice, for a total of eighteen images, twelve in g and
six in r. The data was dithered enough to cover the CCDs’ gaps, with a total field
of view of about 1.2 x 1.0sq. degrees; a three-colour stacked image of the data is

shown in Fig.[4.1]
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Figure 4.1: Three-colour view of the field of view. We used g as blue, r as red,
and a combination of gr for the green colour.

Since the brightest members of M37 MS and all the red clump stars were
saturated even in the short exposures, we collected a set of 50 dithered images
with exposure times of 10s in both ¢ and r with the Asiago Schmidt telescope, to
complete the photometry of the brighter part of the CMD. The Asiago Schmidt
telescope has a ~ 1sq.degree field of view, and similar data collected with this
instrument were described in Griggio et al. (2022a).

We also took advantage of an early epoch collected at CFHT (with the pion-
eering CHF12K camera, 12 CCDs, ~0.206 arcsec/px, 42 x 28sq. arcmin) in 1999
(PI: Fahlman, Kalirai et al., 2001a), to obtain proper motions. The CH12K was
one of the first wide-field CCD camera to become operative, and these images were
collected in the Johnson B and V filters. We used three images per filter, with an
exposure time of 300s.

A log of the observations is reported in Table [4.1]
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Table 4.1: Summary of the observations.

Filter Exp. time N. of images Avg. seeing
Megaprime

g 300s 6 0.55 arcsec
g 58 6 0.58 arcsec
r 300s 3 0.56 arcsec
r 5s 3 0.70 arcsec
Schmidt

g 10s 50 1.86 arcsec
r 10s 50 1.97 arcsec
CFH12K

B 300s 3 0.79 arcsec
V 300s 3 0.81 arcsec

4.2.1 Preliminary photometry

As a first step, we derived a ‘preliminary photometry’; i.e. we measured the flux
and position of the brighter sources, that are then used as a starting point to
correct for the geometric distortion and to compute the transformations between
the different exposures. We treated each CCD of each exposure as an independent
image; in the following we will use the terms ‘exposure’ and ‘image’ to refer to the
image associated to the single CCD. Using a version of the software by Anderson
et al. (2006) adapted to the CFHT data, we computed a 5 x 9 grid of empirical
point spread functions (PSFs) for each image to take into account for the time
variations; the grid is necessary to account for the spatial variation of the PSF
across the CCD. Each PSF is derived empirically from bright, unsaturated and
isolated stars, and to each point on the image we associated a local PSF by a
bilinear interpolation of the four closest PSFs in the grid. We then used the
software described in Anderson et al. (2006) to find and measure the position and
flux of the sources in the images by using the local PSF. The software outputs
a catalogue with positions and instrumental magnitudes of the sources for each
exposure.

4.2.2 Geometric distortion

Given that one of our goals was to measure proper motions, we needed accurate
positions in both epochs. To this purpose, we corrected the geometric distortion
following the same approach for both the detectors CFH12K and MegaPrime (the
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procedure is similar to the one adopted in Griggio et al., [2022a)).

We selected bright (ginstr < —10), unsaturated sources from each catalogue
derived by the preliminary photometry. We cross-identified the sources in our
catalogues with the sources in the Gaia DR3 catalogues, projected onto the tangent
plane of each image in its central pixel, after transforming the positions to the
epoch of each observation. We then fitted the residuals between the Gaia positions
and the positions measured in our images with a third-order polynomial, and
applied the 75% of the correction. We then repeated the process, starting with
the corrected positions of the previous iteration, reaching convergence after 30
iterations.

After the correction, the residuals’ dispersion for bright sources is smaller than
0.05 pixels in both detectors, corresponding to ~ 10 mas for the 1999 data and to
~9mas for the 2022 data; summing up these residuals in quadrature we obtain a
positional dispersion of ~ 14 mas, to be diluted over a time-baseline of ~ 23 years,
i.e. about 0.6 masyr—t. Given the absolute proper motion of M37, which is about
6masyr—! (Griggio and Bedin, [2022), this will allow for a proper-motion-based
separation between field objects and cluster members (see Sec.[4.2.4).

4.2.3 Master frame and zero-points calibration

To measure the faintest sources in the field of view, we needed to perform deep
photometry as in Griggio et al. (2022a) (which we name ‘second-pass photometry’,
see Sec.[1.2.4). This requires to define a common reference system for all the ex-
posures, to which we then refer the positions in both epochs, that we call ‘master
frame’. The master frame was defined by the positions of the Gaia DR3 cata-
logue, projected onto the plane tangent to the central point of image 506225p for
CFH12K data, and 2785599p for MegaPrime data. The Gaia positions were again
transformed to the epoch of each observation. We used the catalogues of each im-
age to derive the six-parameter transformations to bring the positions measured
in the detector reference frame of each exposure onto the corresponding master
frame.

The MegaPrime exposures were also dithered enough to allow us measuring
the CCDs’ relative photometric zero points, which we found to be of the order
of 0.01 mag. Our derived BV photometry for the CFH12K dataset, however, was
not usable, in part because we could not access the calibration files, and in part
because of the non-ideal dither pattern, which did not allow us to register the
CCD zero points to a common photometric reference system. Therefore, the 1999
CFH12K images were used only to derive positions in this first epoch, which were
in turn employed to derive the proper motions necessary to decontaminate cluster
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Figure 4.2: Calibration of the CFHT gr filters: the coloured lines denote the linear
fit to the data. We display the difference in the g and r filters between Hartman
et al. (2008) and our instrumental magnitudes, as a function of the instrumental

(g—r).
stars from field objects.

4.2.4 Photometry and astrometry

To extract the positions and fluxes for all the sources in the field of view we used
the code KS2, an evolution of the code developed by Anderson et al. (2008b)) for
the Hubble Space Telescope data, which was adapted to deal with the CFHT data.

The program goes through several iterations, finding and measuring progress-
ively fainter stars, using all the images simultaneously to find the sources, thus
increasing the signal-to-noise ratio. This allows to find even the faintest sources
that are lost in the noise in single exposure. The software uses a list of bright stars
(derived from the preliminary photometry) to construct weighted masks, that help
to avoid PSF-related artefacts. The flux is measured performing a PSF fitting of
the inner 5 x 5 pixels of the source, with the appropriate local PSF, and averaged
between all the images, with a local sky computed from the surrounding pixels.
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Measured stars are subtracted from the image before proceeding with the next it-
eration. The program outputs also some quality flags (see, e.g., Bedin et al., 2009),
that we used to discard sources with galaxy-like shape and diffraction spikes.

The gr instrumental magnitudes have been then calibrated using the deep
photometric catalogue by Hartman et al. (2008) by means of a relation in the form
Meal = Minstr + @(Ginstr — Tinstr) + 0, With the parameters a and b determined from a
linear fit, as shown in Fig.[4.2] The calibrated CMD of all the sources in the field
of view is shown in Fig.[4.3

We extracted the photometry from the Asiago data as described in Sec. 3.1
of Griggio et al. (2022a). We did not perform the second-pass photometry as we
needed only the bright sources. We employed the same procedure outlined for the
MegaPrime data to calibrate the Asiago photometry.

The flux and position of the sources in the 1999 exposures were extracted with
the software KS2. However, due to the issues described in the previous section, we
did not carry out the photometric calibration.

Proper motions were calculated using the displacements dx and dy between the
two epochs, divided by the time baseline of ~ 23 years, and are shown in Fig.[4.4]
(where we used the cluster’s mean proper motion as the origin); the displacements
were measured by transforming the positions of the stars in the first epoch into
the reference system of the second epoch with a six-parameter transformation, and
cross-identifying the common sources.

The bottom panel of Fig.[4.4 shows the member selection; we plotted the dis-
tance dr from the origin as function of the g magnitude, and we drew by hand the
red line following the distribution of cluster stars, with a sharp cut where cluster
and field cannot be well separated by eye. In addition, we estimated the field me-
dian dz and dy and its intrinsic dispersion o, as 1.5 times the 68.27" percentile
of the distribution of dz and dy around their median, and excluded the sources
with proper motion inside a circle centred on the field motion with radius given
by the sum in quadrature of o, , (dashed black circle in Fig.M. For sources that
are present in the catalogue by Griggio et al. (2022a), we adopted their member
flag, that, for sources at brighter magnitudes, is more reliable that the selection
based on our measured proper motions as it is based on the Gaia astrometry.

This selection leads to Fig.[4.5] where we show in light grey all the sources
with proper motions (which are less than those in Fig., as the 2022 data are
deeper and cover a larger area than the 1999 ones) and in blue the selected cluster
members. We plotted the CFHT photometry up to g = 12.5, and the Schmidt
data for g < 12.5 to complete the TO and red clump regions which are saturated
in the CFHT short exposures.

Our derived proper motions represent an extension of the Gaia astrometry

62



CHAPTER 4. THE WHITE DWARF SEQUENCE IN M37

12 .

14 F

16|

18

20 |

22

24

26

Figure 4.3: CMD of all the sources that passed the quality cuts in the gr filters
(~120000).
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down to g~ 26, and the deepest astro-photometric catalogue of M37 available
until now. Unfortunately, given the large errors on the positions of faint sources in
the first epoch, we cannot discriminate very well between members and field stars
for ¢ £ 22.5. Nonetheless, we proved the capability of ground-based wide-field
imagers in providing useful astrometry even in the Gaia era.

Finally, we confirm WD1, WD2 and WD3 of Griggio et al. (2022a) as member
candidates according to their proper motions obtained in this work, while WD5
proper motions are not compatible with those of the cluster. The other WDs,
namely WD4, WD6 and WD7, fall outside the field of view, and we could not

measure their motion.

4.2.5 Artificial stars test

To assess the completeness of our data set, we performed the artificial star (AS)
test with the KS2 program (see, e.g., Bedin et al., |2009). Briefly, we injected in
the images 100000 synthetic stars (one at a time, in order to not create false
over-crowding), generated with random positions and random g magnitudes, both
sampled from a uniform distribution, with r magnitudes such that they lie on the
WD CS fiducial drawn by hand on the CMD (Fig.[4.6] left panel). The software
then operates blindly, finding and measuring all the sources in the images. We
then compared the list of measured stars with the AS input list. We considered
an AS as recovered if its measured position is within 1 pixel in x and y from the
injected position and its magnitude within 0.1 from the injected magnitudes in
both filters.

In the right panel of Fig.[d.6] we show the CMD of the recovered stars, that
guided the choice of the region we adopted to derive the WD differential luminosity
function (LF). We divided into 0.5 g-magnitude bins the recovered ASs, and for
each bin we computed the median colour and the o = 68.27"" percentile of the
colour residuals around the median. The orange error bars in the right panel of
Fig.[4.6] represents the 3o interval, and the blue and red curves connecting the
edges of the error bars define the region that we will use for our analysis.

The AS test let us infer the completeness of our data set, defined as the ratio
between the number of recovered stars and the number of injected stars, which
varies across the magnitude range covered by our observations. We computed this
ratio for each 0.25 g-magnitude interval, and interpolated the values with a spline.
The derived completeness curves are plotted in Fig.[4.7} the two horizontal lines
mark the 80% and 50% completeness levels. Notice that the completeness drops
below 50% at about g~ 24, and reaches zero at g~ 26.

The completeness has been computed both for the ‘cluster’ region and ‘field’
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Figure 4.4: Top panel: proper motions for all the sources (grey), with selected
members highlighted in blue. The dashed black circle is the cut described in the
text. The origin is set to the cluster’s mean proper motion. Bottom panel: dr vs
g for all the sources (grey) and cluster members (blue).
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Figure 4.5: CMD for all the sources with proper motions (light grey, ~24000) and
for those selected as cluster members (blue, ~ 3200).
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Figure 4.6: Artificial stars test. Left panel: blue points denote the observed white
dwarfs, the dark grey line represents the fiducial along which we generated the
artificial stars. Right panel: recovered artificial stars. The orange error bars are
calculated as three times the 68.27'" percentile of the colour residuals around the
median, in each 0.5 magnitude bin. The dashed lines connecting the edges of the
error bars define the region in which we will count the white dwarfs.

regions, shown in Fig.[4.§ in blue and red respectively. The two regions have
roughly the same area of about 0.2deg?, and will be employed in Sec. in the
study of the WD CS.

4.2.6 Astro-photometric catalogue

Together with this work we publicly release an astro-photometric catalogue of the
sources that we measured in the CFHT field of view. Proper motions are available
only for sources in the common region of the 1999 data, which is about one-third
of the new dataset (as shown in Fig.|4.8)).

The catalogue contains x and y positions on the master frame in MegaPrime
pixels, with 187 maspx !, the gr photometry and proper motions along the = and
y axes in masyr ~'. In addition, the quality flag denotes sources that passed our
quality cuts, and the member flag those who are selected as member candidates in
this work (blue points in Fig.[4.4)).
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Figure 4.7: Completeness of our data in the ‘cluster’ and ‘field’” regions. See text
and Fig. 4.8

4.3 The white dwarf cooling sequence

The 1999 dataset allowed us to measure proper motions for sources well beyond the
Gaia magnitude limit, down to g ~ 26; however, given the large errors, we could not
discriminate well between cluster and field stars at magnitudes fainter than g ~ 22.5
(see Fig., bottom panel). Most faint sources that have a clear point-like shape
in the 2022 data are heavily affected by the noise in the 1999 data, making their
position (and consequently, their proper motion) measurements very uncertain.
For this reason, we did not employ proper motions to remove field objects in the
derivation of the LF; we have instead performed a statistical decontamination (cfr.
Bedin et al., 2023) using the regions defined in F ig. to obtain the WD LF that
we will compare to theoretical predictions in the next section.

Fig.[4.9 shows the CMD of the WD CS, for both the ‘cluster’ and ‘field’ regions
defined in Fig.[4.8] The red and blue lines in these CMDs are those defined by the
AS test (Fig.[4.6) and mark the boundaries of the region within which we count
WD candidates. The final LF is given by the difference between the completeness-
corrected ‘cluster’ and ‘field” LFs, and is shown in sea-green in the right panel
of Fig. (and reported in Table, with error bars corresponding to Poisson
errors. The dashed dark-grey line represents the LF of WD member candidates
selected by proper motions: we note that the two LFs have similar features, and in
particular they terminate at the same magnitude g ~ 23.5, where the completeness
level is still greater than 50% (cfr. Fig.|4.7]). This cut-off of the LF is well-defined
and can be used as an age indicator for the cluster; for an increasing age of the
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Table 4.2: Our derived, completeness-corrected, WD differential LF. Negative
values have been set to zero.

g N ON
19.00 1.1 1.0
19.28 0.0 0.0
19.56 1.1 1.0
19.84 0.0 0.0
20.12 1.1 1.1
20.40 0.0 0.0
20.68 0.0 0.2
20.96 0.0 0.0
21.24 0.0 0.0
21.52 0.0 0.0
21.80 1.2 1.1
22.08 0.0 0.0
22.36 4.9 2.2
22.64 15.2 3.9
22.92 7.9 2.8
23.20 24.8 5.0
23.48 15.7 4.0
23.76 0.0 0.0
24.04 0.3 0.5
24.32 0.0 0.0
24.60 0.0 0.0
24.88 0.0 0.0
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Figure 4.8: Total field of view of the MegaPrime data. The black lines delimit the
observed region. The blue filled area is the “cluster” region, while the red filled
area is the “field” region. The two regions have the same area of ~ 70 Mpx. The

number of stars in each region is annotated in the lower corners. The green dashed
line shows the area covered in 1999 by the CFH12K detector.

cluster’s population, the oldest (earlier forming) WDs have more time to cool
down, thus shifting the LF cut-off towards fainter magnitudes.

4.4 Comparison with theory

In this section we discuss the comparison of the WD LF of Table[4.2] with theor-
etical WD models, that enabled us to derive important constraints on the origin
of the extended TO observed in the cluster CMD. Due to the issue highlighted
below, we have only compared the LF in the g band with theory, and not the CS
in the CMD.

As already mentioned, we found in Griggio et al. that the stellar pop-
ulation hosted by this cluster displays either a range of metallicity A[Fe/H] ~0.15
and a range of differential reddening AE(B — V) = 0.06 ([Fe/H] spread scen-
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Figure 4.9: CMD of the WD CS in the ‘cluster’ (left panel) and ‘field’ (middle
panel) regions. Blue points with solid black edge in the left panel denote the
sources that are member candidates according to their proper motions. The red
and blue dashed lines are those defined by the AS test (see Fig.|4.6)

. The right
panel shows the completeness-corrected LF after field decontamination (sea green).

The dark-grey dashed line represents the LF of the proper motion selected WD
members. See text for details.
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Figure 4.10: CMDs of M37 stars in several magnitude and colour combinations.
Theoretical isochrones (including the WD sequence in the left panel) are compared
to the observations using F(B — V) = 0.28, and a distance d = 1450 pc (see
text for details). The extinction law is taken from Zhang and Yuan (2023), for
the Sloan filters and from the Gaia website (https://www.cosmos.esa.int/web/
gaia/edr3-extinction-law) for Gaia magnitudes.

ario), or a spread of helium abundance AY ~0.06 and a range AE(B —V) = 0.03
(helium spread scenario). For the distance — 1450 pc, consistent with the range
1500+ 100 pc determined by Griggio and Bedin (2022) from Gaia EDR3 parallaxes
— and reference [Fe/H]= 0.06 — consistent with the existing few high-resolution
spectroscopic measurements (Pancino et al., 2010) — used in Griggio et al. (2022b)
analysis, in the [Fe/H] spread scenario the reference £(B—V') ranges from 0.28 mag
to 0.34 mag and the metallicity ranges from [Fe/H] = 0.06 to [Fe/H| = 0.21. The
lowest metallicity isochrone (from the BaSTI-IAC database, Hidalgo et al., 2018)
matches the blue envelope of the unevolved MS in the Gaia CMD (G magnitudes
between ~ 15 and ~ 17) for the lowest value of the reddening, E(B — V) = 0.28
(see, e.g., Figs. 1 and 9 in Griggio et al., 2022b). In the Y spread scenario, we
found Y ranging from Y = 0.269 — the standard value of Y at [Fe/H] = 0.06
in the BaSTI-IAC isochrones — to Y = 0.369, for E(B — V) between 0.33 mag
and 0.36 mag. In this case, the blue envelope of the unevolved MS in the Gaia
CMD is matched by the most helium-rich Y = 0.369 (hence bluer) isochrones, and
E(B—-V)=0.33.

The leftmost panel of Fig.[£.10]shows that, in the [Fe/H] spread scenario, when
we match a 400 Myr (the exact age is irrelevant to this discussion) [Fe/H] = 0.06
BaSTI-IAC isochrone (from the same sets adopted in Griggio et al., [2022b) to
the MS in the Sloan g-(¢ — r) CMD using E(B — V) = 0.28 and the extinction
ratios by Zhang and Yuan (2023), the models are redder than the blue edge of
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the unevolved MS in a wide magnitude range. This includes the interval between
g~ 16 and ~ 19, which approximately corresponds to the G magnitude range of
the Gaia CMD where the isochrones match the blue edge of the MS (Griggio et al.,
2022b)), as shown is the second panel from the left of the same figure.

We also show a 400 Myr WD BaSTI-IAC isochrone calculated from hydrogen-
envelope (DA) carbon-oxygen (CO) core WD cooling tracks (computed with the
Cassisi et al., 2007, electron conduction opacities) with [Fe/H| = 0.06 progenitors
by Salaris et al. (2022), the initial-final-mass relation (IFMR) by Cummings et
al. (2018) and progenitor lifetimes from Hidalgo et al. (2018), compared to the
observed CS for the same choice of distance and reddening. The WD isochrone
also appears redder than the observations.

To investigate the cause(s) of this inconsistency with the fit to the MS in the
Gaia CMD, the third and fourth panel from the left in Fig.[4.10] display CMDs
with the Gaia G magnitude on the vertical axis, and colours calculated using one
Gaia and one Sloan magnitude. The same isochrone of the left panel is compared
to the data in these two CMDs. We can see that the models in the G — (g — Grp)
CMD match the blue edge of the MS, whilst the isochrones are redder than the
observed MS in the G — (Ggp — r) CMD. This suggests that the inconsistency
between the fits in the two photometric systems arises from a mismatch between
the theoretical and observed r magnitudesﬂ For this reason, in our study of the
WD cooling sequence, we will consider only the g magnitudes.

To compare the WD g-band LF with models we computed grids of CO-core
DA WD isochrones with the same inputs as the one in Fig. (from progenitors
with [Fe/H] = 0.06), for ages between 150 and 450 Myr at steps of 25 Myr, and
calculated synthetic LFs using Monte-Carlo techniques. As shown in Fig.[4.10] at
these ages the WD isochrones are sequences of continuously increasing magnitude
in the g band, and the WD mass evolving at a given brightness increases mono-
tonously with increasing g. Due to the younger ages, the ranges of progenitor and
WD masses along the isochrones are narrower than in the case of globular clusters.
At 150 Myr the brightest part of the isochrones is populated by ~0.95 M, WDs
with progenitor masses equal to ~4.6 M, whilst at 450 Myr the WDs have a
mass equal to ~0.75 M, with progenitors of ~2.9 M. The bottom end of the
isochrones is populated by 1.1 My WDs with ~ 6.4 M progenitors.

For each isochrone, we have produced a sample of ¢ magnitudes of synthetic
WDs (20000 for each age, to minimise statistical fluctuations of their magnitude
distribution), by drawing randomly progenitor masses according to a Salpeter

2This mismatch exists also in comparison with Hartman et al. (2008) photometry, which has
been used to calibrate our magnitudes, as shown in Fig.
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Figure 4.11: Completeness-corrected differential WD LF of the WDs in M37 (sea
green) compared to theoretical LFs calculated for the labelled ages and chemical
compositions (see text for details). The errors in the number counts of the observed
LF are also displayed.

mass function (power law with exponent x = —2.3) and interpolating along the
isochrone to determine the g magnitude of their WD progeny. We then corrected
the magnitude for the assumed cluster distance and applied a random extinction
(using the extinction-law by Zhang and Yuan, [2023) from values of E(B—V') drawn
with a uniform probability within the range appropriate to the explored scenario
([Fe/H] or Y spread). Each synthetic g was then perturbed by a random Gaussian
photometric error with o estimated from the observations (see Sec.[1.2.5).

For each of these samples (corresponding to a given WD isochrone age) we
finally calculated the differential LF with the same binning of the observed one,
and rescaled the total number of objects in the LF to the observed (completeness
corrected) one, before comparing it with the observations.
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Table 4.3: Maximum ages compatible with the WD LF cut-off magnitude, for the
two distances and scenarios discussed in the text.

d (pc) age (Myr) scenario
1400 350 AlFe/H]
1400 300 AY
1600 200 A[Fe/H]
1600 200 AY

These sets of synthetic samples of WDs and the corresponding LF's have been
computed for both the [Fe/H] spread and Y spread scenarios, considering two dis-
tances d equal to 1400 and 1600 pc, respectively the lower and upper limits of the
distance determination from Gaia parallaxes by Griggio and Bedin (2022). For
the assumed reference metallicity [Fe/H|] = 0.06 the minimum FE(B — V') values
(determined as described above) for d = 1400 pc are 0.26 mag for the A[Fe/H] scen-
ario, and 0.31 mag for the AY scenario. At d = 1600 pc the minimum reddenings
are E(B — V) = 0.31 for the A[Fe/H] scenario, and 0.36 mag for the AY scenario.
It is important to mention that for the A[Fe/H] scenario we have calculated the
WD isochrone for just one value of [Fe/H] ([Fe/H] = 0.06). This is because we
have found that changing [Fe/H] of the progenitors by +0.20 dex produces iso-
chrones virtually indistinguishable at these ages. The same is true also for the AY
scenario, with isochrones calculated considering just the minimum value of Y.

We have determined the oldest cluster age compatible with the observed WD
cooling sequence, by finding the theoretical LFs that match the magnitude of the
cut-off of the WD LF. Fig.[4.11]shows the oldest ages compatible with the observed
LF — between 200 and 350 Myr, summarised in Table[d.3] - for the two distances
and the two scenarios discussed here. The derived ages are typically older (by
100-150 Myr) for shorter distances, as expected, and at a fixed distance they are
very similar in both scenarios. At these ages, all WDs along the cluster CS have
not yet started crystallization in their CO cores. It is important to stress that, in
case the extended TO of this cluster is due to an age range, the WD LF tells us
that the maximum age of the cluster stars cannot be older than the values given
above, otherwise we should find WDs fainter than the observed LF cut-off.

We have then repeated the same procedure by employing isochrones derived
from WD cooling models (again from Salaris et al., [2022) calculated using the al-
ternative Blouin et al. (2020) electron conduction opacities, and found results con-

sistent with what we have previously obtained from calculations with the Cassisi
et al. (2007) opacities. As an example, Fig. shows how the 350 Myr theoretical
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Figure 4.12: As the upper panel of Fig.4.11L The theoretical LFs are for an
age of 350 Myr and correspond to the reference DA calculations of Fig.[4.11] a
population of 20% DB (helium envelope) and 80% DA WDs, and a DA population
from models calculated using Blouin et al. (2020) electron conduction opacities,
respectively (see text for details).

LF in the A[Fe/H] scenario calculated using Blouin et al. (2020) opacities and a
distance of 1400 pc has the same cut-off magnitude as our reference calculations.

We have also explored the possibility that the cluster hosts not just DA WDs,
but also a 20% fraction of WDs with He-dominated atmospheres (this fraction is
typical of the Galactic disc field WD population, see, e.g., Koester and Kepler,
2015). In this case, for each age, we have computed isochrones and synthetic
samples of g magnitudes from the helium-envelope WD models by Salaris et al.
(2022), and merged them with the corresponding DA samples in a proportion
20/80, before calculating the corresponding LF. The results about the WD-based
cluster ages are again unchanged (see Fig. for an example), because in this
luminosity regime H- and He-envelope WD models cool down at very similar rates.

Finally, we have explored the role played by the adopted IFMR. For all iso-
chrones employed in our analysis we have adopted the semiempirical Cummings
et al. (2018) IFMR, more specifically the one determined using the Bressan et
al. (2012) stellar evolution models (see Cummings et al., 2018, for details) for
the determination of the progenitor’s lifetimes, because they are very close to the
evolutionary lifetimes of Hidalgo et al. (2018) progenitors’ models used for the
calculation of the WD isochrones. As a test, we have calculated some DA WD
isochrones and LFs (in the g band) in the age range between 200 and 350 Myr
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for [Fe/H] = 0.06, employing the Cummings et al. (2018) IFMR calculated using
MIST (Choi et al., 2016) non-rotating stellar models for the progenitor lifetimes.
The effect of this alternative IFMR on the magnitude of the LF cut-off at fixed
age is only on the order of 0.01 mag, with a negligible impact on the results of
our analysis. We have repeated this same test using the independent IFMR de-
termined by El-Badry et al. (2018), and found again a negligible impact on the
magnitude of the theoretical LF cut-off.

4.4.1 Constraints on the origin of the extended TO

The impact of these results on the interpretation of the cluster extended TO is
shown by Fig.[4.13] which is analogous to Fig. 9 in Griggio et al. (2022b). For each
scenario and the same two distances of the WD analysis, we show here the cluster
Gaia CMD (from Griggio et al., 2022b)) together with pairs of isochrones for the
combinations of [Fe/H] (or Y') and reddenings that match the blue and red limits of
the single-star sequence in the magnitude range studied by Griggio et al. (2022b),
and ages equal to the corresponding maximum ages determined from the WD
LF. According to the WD-based ages, no single star along the upper MS and TO
can be redder than the metal richer isochrone in the A[Fe/H] scenario, or redder
than the helium poorer one in the AY scenario. This is clearly contradicted by the
observed CMD, which displays large fractions (if not the whole cluster population)
of objects redder than the reddest isochrone around the TO region. This leads to
the conclusion that even considering the metallicity or the helium spread derived
from the unevolved MS, the ages determined from the WD LF exclude the presence
of an age spread as the reason for the observed extended TO.

4.4.2 The role played by oxygen-neon core WDs

In our analysis, we have considered the CS sequence to be populated by CO-core
WDs, which are by far the most common type of WDs. However, according to
stellar model calculations, stellar progenitors in a fairly narrow mass range between
very approximately 6.5-7 and 9-10 M, are expected to produce WDs with an
oxygen-neon core and masses between ~ 1.1 and ~ 1.3 M, originated from the
electron degenerate cores formed at the end of core carbon burning (see, e.g.,
Doherty et al., |2017; Poelarends et al., 2008; Siess, 2006, and references therein).
Predictions, both empirical and theoretical, for the IFMR of these WDs is very
uncertain; however, it is still possible to make an informed assessment of their
impact on the WD ages determined in our analysis.
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Figure 4.13: Cluster’s Gaia CMD compared to isochrones with the labelled para-
meters (see text for details).
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To this purpose, we have considered the ONe-core hydrogen-envelope WD mod-
els by Camisassa et al. (2019) and the CO-core DA models from the same group
(Camisassa et al., |2017) — both from progenitors with roughly solar metallicity —
for a strictly differential analysis using models calculated with the same code and
physics inputs. We have considered the 1.1 M, CO-core cooling model — corres-
ponding to the mass of the more massive model used in our WD isochrones —,
and the 1.2 M and 1.3 M ONe-core models, and calculated WD isochrones and
luminosity functions in both A[Fe/H] and AY scenarios for ages between 200 and
400 Myr, using progenitors lifetimes from Hidalgo et al. (2018) and the IFMR by
Cummings et al. (2018) for WD masses up to 1.1 M, as in our calculations. For
the initial masses of the two ONe WD models we have made various assumptions,
with values between 7 and 9-9.5 M, and obtained always the same results in terms
of the LF cut-off magnitudes.

We found that the ONe-core WDs are located at fainter magnitudes with re-
spect to the 1.1 M CO-core objects, because of their slightly faster cooling in the
relevant luminosity range; the difference (for the 1.3 M models) in the g band
LF cut-off is on the order of 0.2-0.3mag. This implies that including massive
ONe-core WDs in the calculation of the isochrones would in principle reduce the
age necessary to match the observed cut-off by ~ 100 Myr, thus exacerbating the
inconsistency between WD ages and the ages required to explain the extended TO
in terms of an age spread.

4.5 Conclusions

We have presented a new Sloan photometry of the OC M37, from the very low-mass
star regime to the main sequence TO and red clump, including the WD cooling
sequence down to its termination. We make publicly available these catalogue
(positions, photometry, proper motions and flags) and the atlases, as on-line sup-
plementary material of this article. We have focused our analysis on the WD CS,
and determined a new, improved WD LF that we have exploited to set constraints
on the origin of the cluster extended TO.

We have found that, irrespective of whether the chemical abundance spread
revealed by Griggio et al. (2022b) photometric analysis is due to variations of
[Fe/H] or Y, for the distance range determined using Gaia EDR3 parallaxes the
ages determined from the WD LF are incompatible with the ages required to match
the observed extended TO region. The maximum age allowed by the analysis of the
WD LF is much too young compared to the age required to match the redder and
fainter TO region. This is especially true for the Y-spread scenario, and also for
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the [Fe/H]-spread scenario when considering the upper limit of the parallax-based
distance.

Our results indirectly support the notion that stellar rotation is needed to
explain the origin of the cluster extended TO, like the case of the OC NGC 2818,
Bastian et al. (2018), where spectroscopic observations have confirmed the presence
of a range of rotation rates among TO stars, with redder TO objects being faster
rotators. A comprehensive analysis of the MS extended TO and WD cooling
sequence of M37 using models including the effect of rotatio is now needed,
together with spectroscopic measurements of the rotation velocities of TO stars,
and also spectroscopic metallicities, to determine whether the abundance spread
revealed by the photometric analysis of Griggio et al. (2022b) is due to a metal
abundance or a helium spread.

3Cordoni et al. (2018) have presented a first preliminary comparison of the cluster extended
TO with models including rotation.
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5. Signature of a chemical spread
in the open cluster M37H

Recent Gaia photometry of the open cluster M37 have disclosed the existence of an
extended main sequence turn off —like in Magellanic clusters younger than about
2 Gyr— and a main sequence that is broadened in colour beyond what is expected
from the photometric errors, at magnitudes well below the region of the extended
turn off, where neither age differences nor rotation rates (the candidates to explain
the extended turn off phenomenon) are expected to play a role. Moreover, not even
the contribution of unresolved binaries can fully explain the observed broadening.
In this chapter we investigate the reasons behind this broadening by making use
of synthetic stellar populations and differential colour-colour diagrams using a
combination of Gaia and Sloan filters. From our analysis we have conclude that the
observed colour spread in the Gaia colour-magnitude diagram can be reproduced
by a combination of either a metallicity spread A[Fe/H| ~ 0.15 plus a differential
reddening across the face of the cluster spanning a total range AE(B — V) ~
0.06, or a spread of the initial helium mass fraction AY ~ 0.10 plus a smaller
range of reddening AFE(B — V) ~ 0.03. High-resolution differential abundance
determinations of a sizeable sample of cluster stars are necessary to confirm or
exclude the presence of a metal abundance spread. Our results raise the possibility
that also individual open clusters, like globular clusters and massive star clusters,
host stars born with different initial chemical compositions.

5.1 Introduction

The study of star clusters has been and still is one of the main sources of inform-
ation about stars and galaxies. Photometric as well as spectroscopic observations
allow us to determine a cluster’s kinematics, its distance, age, chemical composi-
tion, dynamical status and the detailed colour and magnitude distribution of its

!The content of this chapter has been published in Griggio et al. (2022b).
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stars, all pieces of information that set strong constraints on astrophysical models
of galaxy and stellar evolution.

In these studies a first crucial step is the determination of the membership
probability of the observed stars, to disentangle actual cluster members from neigh-
bouring field stars not bound to the cluster. Recently, Griggio and Bedin (2022)
developed a new formalism to compute the astrometric membership probabilities
for sources in star clusters, and applied their technique to the Galactic open cluster
NGC 2099 (M37) using Gaia Early Data Release 3 (EDR3) data.

This cluster has an age of about 500 Gyr, a metallicity around Solar, and has
been the subject over the years of several investigations regarding its distance, age
and dynamical status (e.g. Joshi and Tyagi, 2016; Mermilliod et al., 1996; Nilakshi
and Sagar, 2002), searches for variable (e.g., Kang et al., 2007; Kiss et al., 2001)
and peculiar stars (Paunzen et al., [2003), studies of rotation and photometric
activity of its low-mass stellar population (e.g. Chang et al., 2015; Messina et al.,
2008), investigations of its white dwarf initial-final mass relation (e.g. Cummings et
al., [2015, 2016; Kalirai et al., 2005), and its white dwarf cooling sequence Kalirai
et al. (2001b). More recently Cordoni et al. (2018) employed photometry and
proper motions from Gaia Data Release 2 to reveal the presence of an extended
main sequence (MS) turn off (TO) in the colour-magnitude diagram (CMD) of
M37 (and a few other Galactic open clusters), qualitatively similar to what found
in Magellanic Cloud clusters younger than about 2 Gyr.

In this paper we have exploited the accurate Gaia EDR3 CMD provided by
Griggio and Bedin (2022) which shows a MS broadened not only around the TO
(as found by Cordoni et al., 2018), but also in the lower mass regime (i.e. when
G 2 15). We will show that this broadening of the lower MS is not due just to
photometric errors, and also that differential reddening plays only a minor role. A
moderate spread of metallicity or helium appear to be the main culprit, adding an
unexpected new twist to our evolving views about star clusters and their formation.
To state it more clearly, this work will not deal with the MSTO phenomenon, but
will focus on the part of the MS which is not affected to both rotation and age
effects.

The paper is organised as follows. In Section we present the Gaia pho-
tometry; the auxiliary Sloan photometry which we used to study the lower MS
broadening is briefly described in Section This is followed by Section
which presents our detailed analysis of the broadening of the lower MS. A section
with a summary and conclusions brings the paper to a close.
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Figure 5.1: Gaia EDR3 CMD of M37 with superimposed two non-rotating BaSTI-
IAC isochrones with [Fe/H| = 0.06 and the two labelled ages, bracketing the
extended TO region (see text for details).

5.2 The Gaia colour-magnitude diagram

Figure displays the CMD of M37 from Gaia EDR3, as obtained by Griggio and
Bedin (2022). The diagram clearly exhibits an extended TO region, a red clump
of core He-burning stars (around G ~ 11 and (Ggp — Grp ~ 1.4), and a MS with
a parallel sequence of unresolved binaries with mass ratio greater than ~ 0.6-0.7.

By employing a cluster distance equal to 1.5+ 0.1kpc (determined from Gaia
EDRS3 parallaxes by Griggio and Bedin, 2022), we qualitatively checked the general
consistency of theoretical isochrones with the cluster CMD. More specifically, we
adopted as reference the non-rotating Solar-scaled BaSTI-IAC isochrones (Hidalgo
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et al., 2018) that include convective core overshooting.

Figure [5.1] displays two [Fe/H] = 0.06 (corresponding to an initial metallicity
Z = 0.0172 and helium mass fraction Y = 0.269) isochrones with ages equal to 380
and 600 Myr respectively, matched to the blue edgeE] of the observed unevolved
MS between G' ~ 15 and G ~ 17.5 for a distance equal to 1450 pc. We took into
account the extinction by employing the extinction law for the Gaia filters given
by the Gaia collaboration®| and derived a reddening E(B — V) = 0.28. The two
ages employed in this comparison approximately bracket the brighter and lower
limit of the cluster’s extended TO region.

The reddening is consistent with the broad range of values found in the liter-
ature (F(B — V) between ~ 0.23 and ~ 0.35, see, e.g., Hartman et al., [2008; Joshi
and Tyagi, 2016; Piatti et al.,|1995), and the metallicity chosen for the isochrones
is also consistent with the values of [Fe/H] measured with high- and low-resolution
spectroscopy (see, e.g. Marshall et al., |2005; Netopil et al., 2016; Pancino et al.,
2010), typically in the range between about Solar and ~ +0.10 dex.

In this comparison we employed non-rotating isochrones, and the extended TO
region is bracketed by assuming a total age spread of about 220 Myr (see also
Cordoni et al., 2018). Another possibility (likely the one to be preferred, see e.g.
Bastian et al., |2018; Cordoni et al., 2018) is that the extended TO is caused by
the presence of stars with approximately the same age but with a range of initial
rotation rates.

Irrespective of the reasons for the appearance of the extended TO, the cluster
MS with G larger than ~ 15-15.5 is predicted to be insensitive to either an age
spread (stars in this magnitude range are still essentially on their zero age MS
location at these ages) and a spread of initial rotation rates. This is because, at
the cluster’s metallicity, stars in this magnitude range have masses below ~ 1.25-
1.2 M, with convective envelopes thick enough for magnetic braking to efficiently
spin them down enough and suppress the effects of rotation (on the hydrostatic
equilibrium and chemical mixing) that cause the MS broadening (see, e.g, Georgy
et al., 2019; Gossage et al., 2019). We could also test empirically that rotation
does not play a role in the colour spread of the lower MS, by cross-correlating the
measurements of rotational periods of M37 MS stars by Chang et al. (2015) with
our Gaia photometry. We ended up with a sample of more than 150 member stars
with G between 15.5 and 17 and periods centred around ~ 6 days, that do not
show any correlation with the Ggp — Grp colour at a given G magnitude.

We have therefore studied the thickness of the MS for G magnitudes larger

2The blue edge of the observed CMD is determined as described in Sect. It will be clearer
in Sect. why we match the blue edge of the unevolved MS in this qualitative comparison.
3https://www.cosmos.esa.int/web/gaia/edr3-extinction-law
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Figure 5.2: Top panels: Observed (left) and synthetic (right) CMDs of the cluster
lower MS. Bottom panels: Colour residuals around the lower MS fiducial lines of
the observed (left) and synthetic (right) CMDs, as a function of the G magnitude.
The white area encloses the stars employed in the calculation of the 1o values
of the dispersion of the colour residuals reported in the two panels (see text for
details).
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than 15.5, to avoid the impact of the extended TO phenomenon. As faint limit we
considered G = 17 (corresponding to a stellar mass ~ 0.95 M), because at larger
magnitudes the membership probability is more uncertain (see Griggio and Bedin,
2022), leading to a contamination of the CMD by non-member stars.

In the standard assumption that open clusters host single-metallicity popu-
lations, the observed colour width of the MS in the selected magnitude range is
expected to be set by the photometric error, the presence of unresolved binaries
with a range of values of the mass ratio ¢, and a possible differential reddening
across the face of the cluster. To verify this expectation, we have produced a syn-
thetic CMD of the MS in this G-magnitude range (we will use the term lower-MS
from now on, to denote this specific magnitude range along the cluster MS) for
the case of single stars all with the same initial metallicity, as described below.

We have defined an observed fiducial line by partitioning the CMD into 0.5 mag
wide G-magnitude bins, and interpolated with a quadratic spline the median points
of the magnitude and colour number distributions within each bin. We have
then uniformly distributed synthetic stars along the fiducial, by adding photo-
metric errors randomly sampled from a Gaussian distribution with zero mean and
a standard deviation equal to the median error at the corresponding G-magnitude
(individual errors are taken from the Gaia EDR3 photometry). The top panels of
Fig. show the observed cluster CMD (left) and the synthetic CMD described
above (right) for the relevant MS region, while the bottom panels display the colour
residuals around the fiducial line as a function of G. We also report the values of
the dispersion of the colours around the fiducial values at different magnitudes in
both CMDs, calculated as the 68.27"-percentile of the distribution of the residuals
around zero.

In the calculation of the dispersion of the residuals for the observations we
have neglected objects whose place in the CMD is compatible with the position of
unresolved binaries with mass ratio ¢ > 0.6 (as determined using our isochrones).
Even after excluding these objects, the lower panels of Fig. show clearly that
the synthetic stars are much more narrowly distributed around the fiducial line,
when compared to the observations.

Within the standard assumptions described before, the broader colour range
spanned by the observed CMD at a given value of G might be ascribed to the
presence of unresolved binaries with ¢ lower than 0.6, plus possibly the effect of
differential reddening. To understand whether this is the case, we took advantage
of an auxiliary photometry in the Sloan ug: filters, described in the following
section, that we combined with the Gaia data as discussed in the Sect.[5.4]
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Figure 5.3: As Fig. but in the g-(u — i) CMD.

5.3 The Sloan colour-magnitude diagram

Our adopted Sloan photometry is taken from the catalogue presented and described
in Griggio et al. (2022a). Briefly, the data has been collected with the Schmidt
67/92 cm telescope in Asiago (Italy), and the photometry extracted with a version
of the KS2 software by Anderson et al. (2008b) suitably modified to deal with the
Schmidt data and wide field mosaics. We selected only the sources with the quality
flag pho_sel equal to one, to reject sources with poor photometry.

Figure [5.3|shows the g-(u—1i) CMD for cluster’s members identified with Gaia,
together with the same isochrones of Fig. which are compared to the obser-
vations by employing the same distance and E(B — V') values of the match to the
Gaia CMD.
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The effect of interstellar extinction on the magnitudes of the theoretical iso-
chrones has been included using the extinction ratios A, /Ay from the NASA /IPAC
infrared science archivel-ﬂ for the filters u, g and Notice that the comparison of
the observed CMD with the isochrones is completely consistent with the results
for the corresponding CMD in the Gaia filters.

5.4 The broadening of the lower MS

To investigate in detail the broadening of the lower MS in the range 15.5 < G < 17
(we have a total of 387 stars in this magnitude range) we combined the photometry
in the Gazia filters with the corresponding v and ¢ magnitudes to build a differential
colour-colour diagram, as follows.

As a first step we have defined a MS blue fiducial line in both the G-(Ggp—Grp)
and G-(u — 1) diagrams, by partitioning the data into G-magnitude bins 0.2 mag
wide. For each bin we have first performed a 3o-clipping around the median values
of the magnitudes and colours, and then we have calculated a representative colour
corresponding to the 10'"-percentile of the colour distribution, and the mean G-
magnitude. We have finally interpolated with a linear spline among these pairs of
colours and magnitudes determined for each bin, to calculate the blue fiducial line
for each diagram.

For each observed star we have then computed, in the G-(Ggp — Grp) and
G-(u — 7) diagrams, the difference between its colour and the corresponding value
of the blue fiducial at the star G magnitude. We notice here that the error on
the G magnitudes of the individual stars is on the order of 0.001 mag. We denote
these quantities as Agpr and Agy; respectively (see Figure .

We finally plotted these colour differences in a Agpr-Agu diagram shown
in Fig. after excluding the relatively small number of sources whose colours
are consistent with unresolved binaries with ¢ 2 0.6, which are clearly separated
from the bulk of the MS in the Gaia CMD. The lower MS stars are distributed
along a clearly defined sequence with origin around the coordinates (0,0) —that
correspond to stars lying on the blue fiducials— and extended towards increasingly
positive values (corresponding to stars progressively redder than the fiducials)
with Agy; increasing faster than Agpr. If the colour spreads are due to random
photometric errors only, stars would be distributed without a correlation between
Agui and Agpgr, as we have verified by calculating a synthetic sample of cluster
stars including only the photometric errors, as described in more detail below.

“https://irsa.ipac.caltech.edu/applications/DUST/
®These ratios are A, /Ay = 4.239, A;/Ay = 3.303, and A; /Ay = 1.698
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Figure 5.4: Top panels: The cluster G-(Ggp — Grp) and G-(u — i) diagrams. The
MS blue fiducials are displayed as dashed lines. Stars in the G magnitude range
of interest are displayed in a darker grey shade. Bottom panels: The G-Aggr and
G-Agyi diagrams (see text for details). On the left of each panel we display the
median +10 colour error at three representative G magnitudes.
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Figure 5.5: Agpr-Agu diagram for the lower MS stars, after excluding sources
whose colours are consistent with unresolved binaries with mass ratio ¢ 2 0.6. The
four straight lines display the the direction along which stars would move due to
the effects of differential reddening, unresolved binaries with ¢ < 0.6, spread of
initial metallicity, and spread of initial helium abundance (see text for details).

This diagram allows us to exclude that differential reddening is the main reason
for the broadening of the cluster lower MS. Figure [5.5shows together with the data
also the direction of the reddening vector, and we can see that differential redden-
ing would move stars at a different angle (shallower) compared to the observed
trend. We have also tried the alternative A, /Ay extinction ratios for the u and i
filters presented in Yuan et al. (2013) and Tian et al. (2014), but the slope of the
reddening vector in this diagram hardly changes.

To study in more detail the origin of the distribution of points in this Agpg-
Agyi diagram, we have used the theoretical isochrones of Figs.[5.1] and to
calculate synthetic samples of lower MS stars as follows. We have considered
600 Myr, [Fe/H| = 0.06 isochrones (the choice of age is irrelevant in this magnitude
range) as a reference, and drawn randomly 50000 values of the stellar mass in the
range covering the MS, according to a power law mass function with exponent
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equal to —2.3@ By interpolating along the isochrones we determined the Gaia
and Sloan magnitudes of these synthetic objects. We have then considered the
contribution of unresolved binaries with ¢ < 0.6 by extracting randomly (with
a uniform probability distribution) for each synthetic star the value of the mass
ratio ¢ to the secondary, to calculate the mass of the unresolved companion. The
magnitudes of the companion in the Gaia and Sloan v and i filters are then derived
as described before, and the fluxes of the two components added to determine the
total magnitudes of the corresponding unresolved system. To these magnitudes
we added the distance modulus and extinction derived from the fit in Fig. and
applied random Gaussian photometric errors by considering the median 1o errors
of the observations at the G magnitude of the synthetic star.

We determined the Agpr-Agu diagram of this sample of unresolved binary
stars with low ¢ values in the lower MS magnitude range defined before (which, as
we have mentioned in the previous section, corresponds to a mass range of about
0.3 M, and contains about 5500 objects in our simulation) by following the same
procedure as for the cluster data (after applying distance modulus and reddening
determined in the previous section), and fitted with a straight line reported in
Fig. the direction along which the synthetic stars move in this diagram due to
the presence of unresolved companions. Also in this case, the slope is shallower
than observed.

Given the inability of unresolved binaries and differential reddening to explain
the trend displayed by the lower MS cluster stars in the Agpr-Agu: diagram, we
investigated also the effect of varying the initial chemical composition, namely the
metallicity (parametrised in terms of [Fe/H]) and initial helium mass fraction Y.

The synthetic samples have been calculated as described before, but this time
we assign to each mass a random value of [Fe/H] or Y according to a uniform prob-
ability distribution with a range A[Fe/H|] = 0.15 (increasing from [Fe/H] = 0.06)
or AY = 0.10 (increasing from Y = 0.269, the value of the BaSTI-IAC isochrones
for [Fe/H] = 0.06, whose corresponding value of the metal mass fraction is kept
constant in these simulations with varying Y) in case of variations of heliu.
An isochrone with the chosen chemical composition was first determined by inter-
polating quadratically among 600 Myr BaSTI-IAC isochrones of different [Fe/H]
(and Yf)), then the magnitudes (with added photometric errors) were determined

6This choice of the mass function provides a good match to the distribution of stars as a
function of the G magnitude in the magnitude range of interest.

"In this analysis we consider Y increasing above the reference Y = 0.269. The reason is that
a decrease of just AY = 0.02 would lead to the cosmological helium abundance, which seems
unrealistic for a roughly Solar metallicity cluster.

8To this purpose we have calculated additional isochrones with varying Y, metallicity Z =
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Figure 5.6: Agpr-Agui diagrams for the synthetic populations including binaries
plus a metallicity spread A[Fe/H] = 0.15 (left) and a helium abundance spread
AY = 0.10 (right). The simulation in the left panel includes a reddening spread
AE(B — V) = 0.06, while in the right panel we added a total amount amount of
differential reddening AE(B—V') = 0.03. The values reported above the z-axis are
the mean values of ¢ of the simulated binary stars falling in the regions delimited
by the vertical thin lines. Observations are displayed as light grey filled circles.
Synthetic single and unresolved binary stars are shown with different colours, to
highlight their separate contributions to the diagram. On the right and at the
top of each plot we show the histograms of the observed (with Poisson error bars
on the star counts) and simulated number counts along the two axes (see text for
more details).
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as described before.

The direction of the synthetic sequences with [Fe/H] or Y spreads are also
reported in Fig. It is evident from the figure that the effect of a metallicity
spread is predicted to move the stars along a steeper sequence compared to the
observations (increasing [Fe/H] moves the objects towards larger values of both
Agpr and Agy;), whilst a spread of Y moves the stars along almost the same
direction of the observations (in this case objects with the highest Y would display
the lower values of Aggr and Agy; because an increase of Y moves the MS towards
the blue in both the Gaia and Sloan CMDs).

The conclusion we can draw from the results in Fig. [5.5]is that the observed MS
broadening can be explained potentially in two different ways. The first possibility
is a spread of metallicity among the cluster’s stars, coupled with the presence of
unresolved binaries (we know from the CMD that there are unresolved binaries
with ¢ > 0.6, hence there will be likely objects also with smaller ¢) and a range
of E(B — V) values -meaning differential reddening. These latter two effects tend
to compensate for the too steep trend compared to the data predicted by just a
metallicity spread.

The second possibility is a spread in Y, together with unresolved binaries and
possibly a small amount of differential reddening, smaller than the case of a metal-
licity spread, otherwise the predicted trend in this diagram would become too
shallow.

To set constraints on the size of the metallicity and helium spreads, and the
amount of differential reddening for these two scenarios, we have performed addi-
tional simulations as those just described, by varying A[Fe/H], AY and AE(B —
V'), to reproduce the observed distribution of points in the Agpr-Agy: diagram.
In all these simulations we assumed a binary fraction equal to 0.30, consistent
with the value determined by Cordoni et al. (2018) considering the fraction of
unresolved binaries with ¢ > 0.7 determined from the CMD, and a flat probability
distribution of the values of the mass ratios’]

Given that we do not know the real probability distribution of the values of

0.0172 and Solar scaled metal distribution, using the same code and physics inputs of the BaSTI-
IAC models

9We also considered the case of a power law distribution of ¢ (probability distribution pro-
portional to ¢~%¢) as found by Malofeeva et al. (2022) for the Pleiades. In this case, the fraction
of unresolved binaries with ¢ > 0.7 determined by Cordoni et al. (2018) provides a total binary
fraction equal to ~ 0.7. The constraints on the values of A[Fe/H], AY and AE(B — V') however
do not change compared to our reference simulations. The reason is that most of this increase
of the number of binaries happens for low values of ¢, and in this situation the magnitudes and
colours of the binaries are almost coincident with those of the primary component, hence of single
stars.
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Figure 5.7: As Fig.lﬁ, but with A[Fe/H] = 0.08 (left) and AY = 0.05 (right).

reddening and [Fe/H] or Y in the observed sample of stars, we stick to a uniform
distribution. This means that in principle we cannot expect to find a perfect match
to the observations in the Agpr-Agu; diagram. However, we can still set important
constraints on the size of these spreads by trying to simultaneously reproduce as
best as possible the number distributions along the two axes of this diagram.

Figure shows two simulations compared to observations in the Agpr-Agu
diagram, including also objects compatible with being binaries with high values
of q. The synthetic samples contain about 5500 objects and include observational
errors, unresolved binaries, differential reddening —a spread of F(B — V)- and
either a spread of [Fe/H] or a spread of the initial helium mass fraction. In the
figure we show only one random subset of the full sample, which contains the same
number of objects as the observations. The histograms along the horizontal and
vertical axis compare the number distributions of the synthetic and real stars as
a function of Aggr and Agy;, respectively. In this case, we have considered the
full sample of synthetic stars, and rescaled the histograms to have the same total
number of objects as observed. This way we minimize the Poisson error on the
number counts for the synthetic sample. The bin size of the histograms is about
two times the average lo error bars on Agpr and Ag,; over the G magnitude
range of the observed sample.

These simulations have been performed considering A[Fe/H] = 0.15, AY =
0.10, and AE(B—V) = 0.06 and 0.03 for the case of metallicity and helium spread,
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respectively, and provide a general satisfactory agreement with the distribution of
the observed stars in this diagram. The synthetic samples cover nicely the region
of the diagram populated by the cluster stars, even when considering the binaries
with high ¢ values. Also the number distributions along the two axes are reasonably
consistent with the data, within the error bars on the star counts.

Of course, combinations like A[Fe/H] = 0.16 together with AE(B—V') = 0.07,
or AY = 0.10 with AE(B — V) = 0.01, cannot be excluded from this kind of
comparisons, but values of A[Fe/H|, AY, and AE(B — V) very different from
those chosen for the simulations in Fig. can indeed be discarded, as shown
below.

Figure[5.7/compares the data with two simulations like those in Fig. keeping
the AE(B — V') values unchanged, but reducing the spread A[Fe/H] to 0.08 dex
and AY to 0.05. The agreement with the observations is in this case much worse.
In both cases the synthetic samples are clearly short of stars in the region with
Agpr between ~ 0.06 and ~ 0.08 mag, and Ag,; between ~ 0.10 and ~ 0.2 mag.
The synthetic single stars do not reach that area and changing the probability
distribution of ¢ to a power law (Malofeeva et al., 2022, with the consequent
increase of the overall binary fraction) simply replaces many of the current single
stars with unresolved binaries, but it does not help populating that region of
the diagram. The opposite would happen if we increase A[Fe/H] and AY well
above the values in Fig. , with the bulk of the synthetic sequences (essentially
the single star sequence) too extended towards higher values of Agpr and Agy;
compared to the observations.

Figure|5.8 displays the effect of varying AFE(B—V) in the simulations, by keep-
ing fixed A[Fe/H] and AY to the values of the simulations in Fig. (AlFe/H] =
0.15, AY = 0.10). We can see here that a smaller amount of differential reddening
for the case with metallicity spread makes the single star sequence too steep com-
pared to the observations, consistently with the results in Fig. whilst a larger
AE(B — V) makes the overall slope of the synthetic sequence shallower than the
observations. This can be clearly appreciated in the figure when looking at the
region populated by binaries with high ¢. In case of the helium abundance spread,
increasing AE(B — V') makes again the whole sequence shallower, again consistent
with the results of Fig. [5.5]

Finally, we have repeated this whole analysis by considering for each star the
two completely independent CMDs G-(Ggp — Grp) and g-(u — i). From these
CMDs we have calculated Agpr as described before, and A,,;, and compared
data with simulations in Agpg-A,u diagrams. The quantity A, is analogous
to Agui, but this time the difference in (u — i) colour is taken with respect to
the corresponding value of the blue fiducial in the g-(u — i) CMDs at the star
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g magnitude. The conclusions are exactly the same as when using Agpr-Agui
diagrams, as shown by the figures included in the Appendix [5.6]

5.5 Discussion and conclusions

The very accurate Gaia EDR3 photometry for the members of M37 presented by
Griggio and Bedin (2022) shows a MS broadened in colour beyond what expected
from photometric errors only, well below the region of the extended TO, where
neither age differences nor rotation are expected to play a role. Even when we
neglected redder objects compatible with being unresolved binaries with mass ra-
tios above ¢ ~ 0.6-0.7, the cluster MS is still broader than expected from the small
photometric errors.

To investigate the causes of this broadening we made use of an auxiliary pho-
tometry in the Sloan system, and built a differential colour-colour diagram of the
lower MS, using a combination of Gaia and Sloan filters. By employing synthetic
stellar populations to reproduce the observed trend of the cluster stars in this
diagram, we have concluded that the observed colour spread in the Gaia CMD
can be reproduced by a combination of either a metallicity spread A[Fe/H] ~ 0.15
plus a differential reddening across the face of the cluster spanning a total range
AE(B — V) ~ 0.06, or an initial helium abundance spread AY ~ 0.10 plus a
smaller range of reddening AE(B — V') ~ 0.03.

Figure shows the impact of these two scenarios on the TO region of the
cluster’s population. We display in the two panels a 380 Myr isochrone with
either different combinations of metallicity and reddening (left panel) or different
combinations of Y and reddening, keeping the metallicity fixed (right panel). In
the reasonable assumption that there is no correlation between reddening and
chemical composition, the combinations we display match the blue and red limits
of the single star sequence in the G magnitude range we have studied. Notice that
in case of a helium abundance spread the smallest value of E(B — V) is higher
than that for the case of a metallicity spread. The reason is that an increase of the
helium abundance shifts the MS to the blue, hence in this scenario a match of the
blue edge of the observed CMD with the bluest stellar component (the population
with the highest helium and lowest reddening) requires a value of E(B —V') larger
than that determined from the fit in Fig. [5.1] and used in the left panel for the
case of a metallicity spread.

The metallicity (and reddening) spread has a major impact around the TO,
with single age non rotating isochrones able to cover in this case a large portion
of the extended TO of the cluster CMD. The impact at the TO is much less
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Figure 5.9: Effect of the metallicity plus reddening spread (left) and Y plus red-
dening spreads (right) scenarios on the TO region of the cluster Gaia CMD. We
show 380 Myr isochrones with the combinations of [Fe/H], Y and E(B — V) dis-
played in the two panels (see text for details).

pronounced for the case of a helium (and reddening) spread.

Another consequence of these abundance spreads is that we need to be very
cautious when applying differential reddening corrections to the cluster CMD. In
fact, none of the CMDs displayed in our study has been corrected for this effect.

Nowadays it is a standard procedure to correct for differential reddening the
CMDs of star clusters (e.g., Bellini et al., 2017; Milone et al., 2012; Sarajedini
et al., 2007); the basic physical principles underlining the method are summarised
in the following.

First, stars along a portion of the cluster MS are selected as ‘reference stars’,
and a reference fiducial line for these stars is calculated, by determining a median
colour at varying magnitude. The magnitude range of this reference sequence of
stars is chosen such that the direction of the reddening vector can be more easily
discriminated from the effect of photometric errors. To a generic target star in any
evolutionary phase at a given spatial position within the cluster is then assigned a
number of neighbouring (spatially) reference stars, and the median distance along
the reddening vector between the position of these neighbouring reference stars and
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the reference fiducial line is calculated (this distance can be then transformed into
a value of AE(B —V)). The position in the CMD of the target star is then shifted
along the reddening vector by the value of this median distance and the procedure
is repeated for all cluster stars, including the individual reference objects.

An underlying assumption of this method is that the cluster stars are a homo-
geneous stellar population, but it could still work in case of chemical inhomogen-
eities, provided that two conditions are satisfied. The first one is that the chemical
properties of the stellar population are not spatially dependent (the size and prob-
ability distribution of the abundance spreads are not dependent on the location
within the cluster). The second one is that for any object there is a sufficiently
large number of neighbouring reference stars, such that they properly sample the
full range of chemical inhomogeneities. This way they would define a sequence in
the CMD that is equivalent (in terms of stellar properties) to the fiducial reference
line.

If we were to be able to determine with confidence the amount of differential
reddening in our CMD, we might possibly discriminate between the metallicity
and helium spread scenarios, because they require different values of AE(B — V).
Unfortunately, we do not have enough reference stars to do that. The best portion
of the MS to use for the reference fiducial line is in the range between G' ~ 15 and
~ 17, and by following the technique described before, we find that for objects in
large portions of the cluster we have only 10 or less neighbouring reference stars
(within a circle of radius ~ 3arcmin). With this method we get a total range
AE(B — V) across the cluster equal to ~ 0.06-0.07 mag supporting the scenario
with a metallicity spread, but with such small numbers of local reference stars we
cannot be sure they are sufficient to properly sample the distribution of chemical
abundances, hence we might have biases in the estimate of the local differential
reddening.

To discriminate more reliably between metallicity and helium spread, high-
resolution differential abundance determinations of a sizeable sample of cluster
stars are then necessary, because they can confirm or exclude the presence of a
metal abundance spread. The existing more direct measurements —based very
small samples of targets— do not allow to draw solid conclusions. Marshall et al.
(2005) published moderate resolution spectroscopy of a sample of eight red clump
stars in the cluster, and found that the derived metallicities of the target-cluster
stars displayed a scatter of 0.14 dex, about twice what expected from measurement
errors. On the other hand, the high-resolution spectroscopy of three red clump
stars by Pancino et al. (2010) does not reveal any clear abundance spread.

Irrespective of the uncertainty between metallicity and helium spread, our res-
ults raise the possibility that also open clusters —like globular clusters and in gen-

99



CHAPTER 5. SIGNATURE OF A CHEMICAL SPREAD IN THE OPEN
CLUSTER M37

eral massive star clusters (see, .e.g. Bastian and Lardo, 2018; Gratton et al., [2012;
Lardo et al., [2022; Legnardi et al., 2022; Marino et al., [2019; Martocchia et al.,
2019, and references therein)— do not host stars all with the same initial chemical
composition. So far, there has been some debate about the presence of a metalli-
city spread in the open cluster Tombaugh 2, with the high-resolution spectroscopy
by Frinchaboy et al. (2008) who found the presence of a metallicity spread in the
cluster, that was however not confirmed by the subsequent spectroscopic analysis
by Villanova et al. (2010). Our work adds a new candidate open cluster hosting
chemical abundance spreads.

5.6 Complementary analysis

We show here some results of the same analysis described in Sect. [5.4], but using the
Agpr-A g diagrams instead of Agpr-Agy; ones. Figure is the equivalent of
Figure [5.5], and displays the lower MS stars, after excluding sources whose colours
are consistent with unresolved binaries with mass ratio ¢ 2 0.6. The four straight
lines display the direction along which stars are displaced due to the effects of
differential reddening, unresolved binaries with ¢ < 0.6, spread of initial metal
content, and helium abundance, respectively.

Figures [5.10b] and [5.10c are the equivalent of Fig. and display the lower
MS stars including unresolved binaries with high ¢ values, together with synthetic
stars calculated including a spread in metallicity A[Fe/H] = 0.15 and reddening
AE(B —V) =10.06 (b), and a spread of initial helium AY = 0.10 and reddening
AE(B —-V)=10.03 (c).
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Figure 5.10: Panel (a): As Fig. but in the Agpr-Agy diagram. Panels (b) and
(c): As Fig. but in the Agpr-Agu: diagram.
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6. The broadening of the main se-
quence in M38H

Our recent multi-band photometric study of the colour width of the lower main
sequence of the open cluster M37 has revealed the presence of a sizeable initial
chemical composition spread in the cluster. If initial chemical composition spreads
are common amongst open clusters, this would have major implications for cluster
formation models and the foundation of the chemical tagging technique. Here we
present a study of the unevolved main sequence of the open cluster M38, employing
Gaia DR3 photometry and astrometry, together with newly acquired Sloan pho-
tometry. We have analysed the distribution of the cluster’s lower main sequence
stars with a differential colour-colour diagram made of combinations of Gaia and
Sloan magnitudes, like in the study of M37. We employed synthetic stellar popu-
lations to reproduce the observed trend of M38 stars in this diagram, and found
that the observed colour spreads can be explained simply by the combined effect
of differential reddening across the face of the cluster and the presence of unre-
solved binaries. There is no need to include in the synthetic sample a spread of
initial chemical composition as instead necessary to explain the main sequence of
M37. Further photometric investigations like ours, as well as accurate differential
spectroscopic analyses on large samples of open clusters, are necessary to under-
stand whether chemical abundance spreads are common among the open cluster
population.

6.1 Introduction

Open clusters have been traditionally considered to host populations of stars born
all with the same initial chemical composition in a burst of star formation of
negligible duration (simple stellar populations).

The recent discovery of extended turn offs (TOs) in the Gaia colour-magnitude

!The content of this chapter has been published in Griggio et al. (2023c).
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diagrams (CMDs) of a sample of about 15 open clusters with ages in the range
~0.2-1 Gyr and initial metal mass fractions Z between ~ 0.01 and ~ 0.03 (Bastian
et al., 2018; Cordoni et al.,[2018; Marino et al., 2018b)) has somehow challenged this
paradigm, given that extended TOs can be naturally explained by a range of ages
amongst the cluster’s stars (e.g. Correnti et al., 2014; Mackey and Broby Nielsen,
2007). Further detailed studies of the extended TO phenomenon, which is seen also
in CMDs of Magellanic Clouds’ clusters younger than 2 Gyr (see, e.g., Goudfrooij
et al., 2017; Mackey et al., 2008; Piatti and Bastian, 2016, and references therein),
strongly point to the effect of rotation (e.g. Bastian et al., 2018; Kamann et al.,
2018, 2020, 2023) as the main culprit (see also D’Antona et al., 2023). In this
case, stellar populations in individual open clusters might still be simple stellar
populations, born with uniform age and initial chemical composition.

Very recently, our photometric multi-band study of the main sequence (MS) of
the open cluster M37 (Griggio et al., 2022b) has disclosed the presence of a sizeable
initial chemical composition spread in the cluster (either a full metallicity range
A[Fe/H] ~0.15dex or a helium mass fraction total range AY ~0.10). This result
is independent of whether rotation or age spread is responsible for its observed
extended TO, because it is based on an analysis of the lower MS, populated by
stars with convective envelopes that are anyway slow rotators.

This result has important implications for our understanding of open cluster
formation (see, e.g. Clarke et al., [2000) and the technique of ‘chemical tagging’ of
Galactic field stars (e.g., Freeman and Bland-Hawthorn, 2002; Hogg et al., 2016),
especially if high resolution spectroscopic investigations of M37 will disclose that
the chemical spread is due to an inhomogeneous initial metal content. Indeed, the
basic idea of chemical tagging is that stars are born in unbound associations or star
clusters (like open clusters) that disperse rapidly, and over time they populate very
different parts of the Milky Way phase space; stars of common birth origin should
however be identifiable through their measured photospheric abundances, in the
assumption that their birth cluster has a chemically homogeneous composition.
It is therefore important to assess whether initial abundance spreads among the
Galactic open clusters are a common phenomenon.

In this paper we have investigated the poorly-studied open cluster M38 that,
like M37, displays in the Gaia Data Release 3 (DR3, Gaia Collaboration et al.,
2023) CMD a MS broader than what is expected from photometric errors only.
We have applied the same multi-band technique developed for M37 that combines
both Gaia and Sloan photometry, to assess whether the broadening of the MS can
be explained by differential reddening and binaries only, or whether a chemical
abundance spread is also required.

The plan of the paper is as follows. Section presents our membership
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Figure 6.1: Cluster member selection. Top left panel: Membership probability for
all the sources. In our analysis we reject stars with P < 50%. Top right panel:
G magnitude vs parallax. In this case we reject stars that fall outside the region
bounded by the two red lines (red dots). The black dashed line denotes the median
parallax. Bottom left panel: Proper motions vs G magnitude of all sources that
passed the two previous selections. In this case we kept the sources lying between
the red dashed lines. Bottom right panel: spatial distribution of the sources. The
blue dots denote our selected members of M38.

analysis and the resulting Gaia DR3 CMD, and is followed by Section[6.3] which
describes the complementary Sloan photometry used in this work. Section[6.4]
describes the theoretical analysis of the MS width and Section[6.5 closes the paper
with our conclusions.

6.2 The Gaia colour-magnitude diagram

The analysis of the CMD diagram of a star cluster requires a sample of member
stars free from field sources contamination. To obtain such a sample we have
derived the membership probabilities for all the sources in the Gaia DR3 catalogue
within a circle with a ~ 1.5 deg radius, centred on the cluster (o = 82.167, §y =
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Figure 6.2: Mean values of the parallax and the components of the proper motion
in each magnitude bin; the dash-dotted line denotes the overall weighted mean
values, also reported at the top right corner of each panel (in mas and masyr—!

respectively.) and in Table.

35.824, Tarricq et al., |2021).

The membership probabilities were computed following the approach described
by Griggio and Bedin (2022), which relies on Gaia DR3 astrometry. Cluster mem-
bers were selected by performing a series of cuts on the astrometric parameters,
as displayed in Fig.[6.1] In the top left panel we show the membership probability
P: we applied a cut by-eye, following the profile of the bulk of sources with cluster
membership at each magnitude (dashed-red curve). This selection becomes less
strict at fainter magnitudes, as the measurement errors increase and memberships
become less certain. We then applied a cut on the parallax (top right) and proper
motions (bottom left) distributions. The red lines were defined by the 68.27*"
percentile of the residuals around their median value in each 1-magnitude bin,
multiplied by a factor of two (as in Griggio et al., [2022a). The bottom right panel
show the spatial distribution of the selected members.

105



CHAPTER 6. THE BROADENING OF THE MAIN SEQUENCE IN M38

Table 6.1: M38’s astrometric parameters estimated in this work.

fe [Masyr—] s [mas yr—!] w [mas| Distance [pc]
1.553 £ 0.007 —4.429 £+ 0.006 0.884 £+ 0.001 1130 £ 50

The derived list of probable cluster members allowed us to estimate the cluster
astrometric parameters; we followed the same procedure as in Griggio and Bedin
(2022), by applying some quality cuts to the Gaia data, i.e.:

- astrometric_excess noise < 0.25;
- phot_bp_rp_excess_factor < 1.4;

- phot_proc_mode = 0;

- astrometric_gof_al < 4;

- 0x/w < 0.1, 0,,/pta < 0.1 and o, /ps < 0.1.

With this selected sample of members we have estimated the cluster’s mean
proper motion and parallax. The mean values in each magnitude interval are
shown in Fig.[6.2] with the weighted average reported on the top right corner of
each panel. The cluster parameters are also reported in Table[6.1]

The average parallax gives a distance d of 1132 + 2 pc, that, accounting for the
parallax zero-point correction by Lindegren et al. (2021a), becomes 1183 + 2 pc.
In the following, we consider this correction to represent a maximum error in
the distance, hence d = 1130 4+ 50 pc. Our estimate is also in agreement, within
the errors, with the distances given by Bailer-Jones et al. (2021) which provide a
median value for M38 stars equal to 1186 + 2 pc.

The CMD of the selected cluster members is shown in Fig.[6.3] The MS is
very well-defined and does not exhibit a clear extended TO. However, a detailed
analysis of the TO region is hampered by the fact that there are only 40 MS stars
with G > 12.

The metallicity of this cluster is not well determined, given that spectroscopic
analyses of small samples of cluster stars have provided a range of [Fe/H] determ-
inations between ~ —0.07 and ~ —0.38, and E(B — V) estimates range between
~0.25 and ~0.35mag (see, e.g., Carrera, R. et al., 2019; Dias et al., 2002; Donor
et al., |2020; Frinchaboy et al., [2013; Li et al., 2021; Majaess et al., 2007; Sub-
ramaniam and Sagar, |1999; Zhong et al., [2020).
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In the same Fig. we show for reference a 300 My BaSTI-TAC (Hidalgo
et al., 2018) solar scaled isochrone with [Fe/H] = 0.06, matched to the blue edge
of the lower MS (see below and Sect.[6.4] for the definition of lower MS and its blue
edge). We adopted the distance d = 1130 pc, and for the assumed metallicity we
determined E(B — V') = 0.26 from the match to the lower MS colour, which can
be considered to be the minimum value of the reddening, given the presence of
differential reddening across the face of the cluster, as discussed later in Sect.[6.4]
We employed extinction coefficients in the Gaia bands obtained from the relations
given in the Gaia websitd’]

We tried also isochrones with lower [Fe/H] more in line with the uncertain
spectroscopic estimates ([Fe/H] = —0.08 and —0.20 dex). After adjusting (actually
increasing) E(B — V') to match the blue edge of the lower MS, and the isochrone
age to approximately reproduce the observed brightness of the TO region, the fit
of the upper MS was poorer when considering these subsolar metallicities.

We stress at this stage that —as for the case of M37— the results of the analysis
in Sect.[6.4] are insensitive to the exact values of the adopted isochrone metallicity,
the cluster distance (within the adopted error bar), and the minimum value of
E(B — V), because of the differential nature of the technique applied.

6.2.1 The width of the MS

As discussed for M37 (Griggio et al., 2022b), if open clusters host single-metallicity
populations, the observed colour width of the unevolved MS is expected to be set
by the photometric error, the presence of unresolved binaries with a range of values
of the mass ratio ¢, and the differential reddening across the face of the cluster,
if any. To verify this hypothesis in the case of M38, we have followed the same
procedure detailed in Griggio et al. (2022b)).

In brief, we first calculated an observed fiducial line of the unevolved MS in
the G-magnitude range between 15.2 and 16.6 (denoted as lower-MS from now
on). According to the isochrone in Fig., in this magnitude range the single
star population covers a mass range between ~ 0.9 and 1.15 M, approximately
the same range as in our analysis of the lower MS of M37 (see Griggio et al.,
2022b)). We have calculated the fiducial line assuming that the observed MS is
populated just by single stars all with the same initial metallicity, as described in
Griggio et al. (2022b). Synthetic stars have been then distributed with uniform
probability along this fiducial; each synthetic magnitude has been then perturbed

2This value is consistent with the age of 302 Myr assigned to this cluster by Tarricq et al.
(2021).
Shttps://www.cosmos.esa.int/web/gaia/edr3-extinction-law
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Figure 6.3: Gaia CMD for the selected members of M38. The red line is a 300 Myr
BaSTI-IAC isochrone, with [Fe/H] = 0.06, shifted by E(B — V) = 0.26 and d =
1130 pc (see text for details).
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Table 6.2: Log of the observations.

Filter Nexp texp Seeing Airmass
U 57 400s 2.25 arcsec 1.08
g o7 400s 2.20 arcsec 1.09
1 57 400s 2.17 arcsec 1.07

by a photometric error obtained by randomly sampling a Gaussian probability
distribution with zero mean and a standard deviation set to the median error at
the corresponding G-magnitude, taking advantage of the individual errors from the
Gaia DR3 catalogue. Figure[6.4] (top panels) compares the observed CMD (left)
with the simulated counterpart (right) in the selected magnitude range, and the
colour residuals around the fiducial line as a function of G (bottom panels). We
also show the values of the colour dispersion around the fiducial values at varying
magnitudes in both CMDs. They have been computed as the 68.27'"-percentile of
the distribution of the residuals around zero.

Notice that we have discarded objects with the position in the CMD consist-
ent with being unresolved binaries with mass ratio ¢ > 0.7 (according to the
adopted isochrone), when we calculated the dispersion of the residuals from the
observations. But even neglecting these objects, it is clear from Fig.[6.4] that the
simulated stars display a much narrower distribution around the fiducial line than
the observations.

To assess the origin of the colour spread of the observed CMD, we employed an
auxiliary photometry in the Sloan ugi filters —described in the following section—
and applied in Sect. the same technique developed in Griggio et al. (2022b)).

6.3 Sloan observations and data reduction

The data were collected with the Asiago Schmidt telescope between October, 2
and November, 15 2022. We obtained a set of 57 images in the Sloan-like filters
ugi, with an exposure time of 400s. The images were dithered to mitigate the
effect of bad pixels and cosmic rays, and covered a total area of about 1sq.deg.
The observation log is reported in Table[6.2] A three colour stack of the field of
view is shown in Fig[6.5] where we used the u filter for the blue colour, g for the
green and ¢ for the red colour.

To measure position and flux of the sources in this dataset we followed the
same approach as in Griggio et al. (2022a). Briefly, we first derived a grid of
9 x 9 empirical point-spread functions (PSFs) for each image considering bright,
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Figure 6.4: Top panels: Observed (left) and simulated (right) CMDs of the lower
MS of M38. Bottom panels: Colour residuals as a function of the G magnitude
around the observed (left) and the synthetic (right) CMD fiducials. The area shown
in white contains the stars employed to compute the 1o values of the dispersion
of the residuals also shown in the two panels (see text for details).
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Figure 6.5: Three colour stack of the Asiago Schmidt Telescope data. The field of
view is approximately 1 x 1sq.deg.

isolated and unsaturated sources, by using the software originally developed by
Anderson et al. (2006). The grid is necessary to account for spatial variations
of the PSF across the CCD. We then proceeded by measuring the position and
flux of individual sources in each image with the appropriate local PSF, obtained
by a bilinear interpolation between the four nearest PSFs in the grid, using the
software described by Anderson et al. (2006). This routine goes through a series
of iterations, finding and measuring progressively fainter sources, until it reaches a
specified level about the sky background noise. The software outputs a catalogue
with positions and instrumental magnitudes for each image.

We transformed the positions and magnitudes of each catalogue to the reference
system defined by the first image in each filter (namely, SC233176, SC233182 and
SC233188). Finally, we cross identified the sources and produced a catalogue
containing the averaged positions and magnitudes for all the stars measured in at
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least five exposures. These catalogues were matched with the Gaia one, to have
Sloan magnitudes for all the Gaia sources detected with the Schmidt telescope.

The instrumental magnitudes have been calibrated as in Griggio et al. (2022a)
exploiting the IGAPS catalogue Monguié et al. (2020). We cross identified our
sources with those in the IGAPS catalogue, and derived the coefficients of the
relation meal = Minstr + @(Ginstr — Tinstr) + b with a linear fit.

The CMD of member stars in the wugi filters is shown in Fig.[6.6] together
with the same isochrone (purple line) of Fig.[6.3] employing the same distance and
reddening, and the extinction law from the NASA /IPAC infrared science archivd]
for the Sloan filters.

6.4 The broadening of the lower MS

To investigate in detail the origin of the broadening of the lower MS we followed
the same technique described in Griggio et al. (2022b). We considered stars in
the Gaia CMD with G between 15.2 and 16.6 (we have a total of 132 stars in
this magnitude range) and combined the photometry in the Gaia filters with the
corresponding u and ¢ magnitudes to build a differential colour-colour diagram, as
summarised below.

We have defined an MS blue fiducial in both the G-(Ggp — Grp) and G-(u — 1)
diagrams as described in Griggio et al. (2022b) and for each observed star we
have computed, in both G-(Ggp — Grp) and G-(u — i) diagrams, the difference
between its colour and the colour of the corresponding blue fiducial at the star
G magnitude. These quantities are denoted as Agpr and Ag,; respectively (see
Fig.[6.7).

We then plotted these colour differences in the Agpr-Agw diagram shown
Fig.[6.8] As for the case of M37, the lower MS stars are distributed along a well-
defined sequence which starts around the coordinates (0,0) —corresponding to the
stars lying on the blue fiducials— and stretches towards increasingly positive val-
ues (denoting stars increasingly redder than the fiducials) with the quantity Agy;
increasing faster than Agpr. These colour spreads cannot arise from (under-
estimated) random photometric errors only, because in this case they would be
distributed without a correlation between Ag,; and Agpr.

In the same figure, together with the data, we show the reddening vector,
calculated using the extinction laws for the Gaia and Sloan filters referenced
above. We also plot the vector corresponding to the predicted position of binaries
with varying mass ratio ¢ (blue) and the range of colours spanned by isochrones

“https://irsa.ipac.caltech.edu/applications/DUST/
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Figure 6.6: CMD in the Sloan filters for M38 members. The purple line is the
same isochrone of Fig. (see text for details).
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Figure 6.7: Top panels: cluster G-(Ggp — Grp) and G-(u — i) diagrams. The blue
dashed line denotes the MS blue edge fiducial. The lower-MS stars considered
in our analysis are displayed in dark grey. Bottom panels: G-Agpr and G-Agy;
diagrams (see text for details). Along the left side of each panel, we display the
median +10 colour error for three representative G magnitudes, as estimated from
the individual catalogues.
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Figure 6.8: Agpr-Agu diagram for the lower MS stars. The lines show the dir-
ections along which stars would be displaced by differential reddening, unresolved
binaries, and initial chemical spread (see text for details).

with increasing [Fe/H] and increasing Y (green and magenta). These vector have
been calculated as described by Griggio et al. (2022b)) for M37, using as reference
the isochrone in Fig.[6.3] and the corresponding values of d and E(B — V) (see
Sect.. In this figure, we display the effect of binaries as a two-slope sequence,
because it is a better representation of the trend predicted by synthetic stellar
populations, compared to a single slope as shown in Griggio et al. (2022b)).

The figure shows that, in the case of M38, the distribution of the stars’ col-
ours in this diagram follows a trend consistent with a combination of differential
reddening across the face of the cluster and the presence of unresolved binaries
with varying ¢. There is no need to invoke the presence of a range of [Fe/H| or YV
among the clusters’ stars. This is at odds with the case of M37, where binaries and
differential reddening produced too shallow slopes in this diagram, compared to

the observations (see the Appendix for a comparison of the CMDs and Agpr-Agui
diagrams of M37 and M38).

Figure[6.9] shows a synthetic sample of stars —computed as in Griggio et al.
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Figure 6.9: Comparison of the distribution of the synthetic population (including
binaries and a spread of E(B — V') to account for differential reddening — see text
for details) and the observed cluster stars (grey filled circles) in the Agpr-Agui
diagram. Synthetic single and unresolved binary stars are shown in blue and red
respectively. Histograms of the observed (with Poisson error bars) and simulated
number counts along the two axes are also shown (see text for details).

(2022Db)), using isochrone, distance, and reference reddening previously discussed—
compared to observations in the Aggr-Agy; diagram. The purpose of this com-
parison is just to see how binaries and differential reddening only can account
qualitatively for the observed distribution of lower-MS stars in this diagram.

The full synthetic sample of 50 000 objects includes observational errors in both
the Gaia and Sloan magnitudes, and contains a 70 % fraction of unresolved binaries
with mass-ratios ¢ distributed as f(g) o< ¢~%% following Malofeeva et al. (2022). Tt
is worth pointing out that in the case of assuming a flat probability distribution for
q, the same results described below are obtained with a 10-15 % binary fraction.

We display here one random subset of the full sample, containing the same
number of objects as the observations. The figure also shows along the horizontal
and vertical axis a comparison of the number distributions of synthetic and ob-
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served stars as a function of the two quantities Agpr and Agu, respectively. When
calculating these histograms we have considered the full sample of synthetic stars
and rescaled the derived histograms to have the same total number of objects as
observed.

The contribution of differential reddening has been accounted for by using a
double Gaussian distribution; only in this way, we are able to reproduce the clump
of stars clearly visible in the Agggr histogram at Aggr ~ 0.12. The parameters of
the distributions have been adjusted to roughly reproduce the observed trends of
the number distributions in both Aggr and Ag,,, because we could not determine
a reliable differential reddening map for M38 using the technique described by,
e.g., Milone et al. (2012), given the relatively low number of objects. The first
Gaussian accounts for a random sample of ~80% of the synthetic stars (both
single and binary objects) and is centred on E(B —V') = E(B — V' )s + 0.04, with
o = 0.033mag, where E(B — V), = 0.26. The second Gaussian distribution is
centred on E(B — V) = E(B — V)t + 0.15, with ¢ = 0.01 mag, and accounts for
the remaining objects in the synthetic sample.

It is remarkable how this synthetic sample, which includes just unresolved
binaries and the effect of differential reddening, follows nicely the observed trend
in this diagram. Also, the observed number distribution across the diagram can
be followed quite well by using two simple Gaussian E(B — V') distributions and
the power-law ¢ distribution determined by Malofeeva et al. (2022). This shows
that there is no need to invoke a chemical abundance spread to explain the width
of the lower MS in this cluster.

We have then repeated the analysis previously described considering this time
stars in the brighter G magnitude range between 12.5 and 14, corresponding to
single star masses between ~ 1.5 and ~ 2.2 M. Using the same binary fraction, g
and F(B — V) distributions of the previous comparison, we have found the same
agreement of the number distributions of synthetic and observed stars across the
Acpr-Agu; diagram as in Fig.[6.9]

The same comparison could not be performed for objects in the TO region of
the CMD, because of the small sample of cluster stars in this magnitude range

(see Sect.[6.2)).

6.5 Summary and conclusions

We have employed the accurate Gaia DR3 photometry and astrometry of the
poorly studied open cluster M38 to select bona fide members and determine the

cluster distance and mean proper motion. The Gaia CMD does not show an ob-
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vious extended TO despite the cluster being ~ 300 Myr old, but the number of
stars in the TO region is too small to investigate quantitatively this matter. The
unevolved MS is broader than expected from photometric errors only and to de-
termine the origin of this broadening we have applied the same technique developed
to study the open cluster M37 (Griggio et al., 2022b), making use of auxiliary pho-
tometry in the Sloan system to build a differential colour-colour diagram of the
lower MS from combinations of Gaia and Sloan magnitudes.

We employed synthetic stellar populations to reproduce the observed trend of
M38 stars in this diagram, and found that the observed MS colour spread can be
explained simply by the combined effect of differential reddening and unresolved
binaries. There is no need to include a spread of initial chemical composition
(either metals or helium) as instead necessary to explain the same differential
colour-colour diagram for the lower MS of M37.

Despite having similar total masses (estimated total masses on the order of
1000-1500 Mg, mutually consistent within the associated errors, see Piskunov,
A. E. et al., 2008) and metallicities different on average by no more than at
most a factor 2-3, the open clusters M38 and M37 seem to host stellar populations
with a clear difference: single vs multiple chemical compositions. The origin of this
difference is unknown and we do not know as well whether the chemical abundance
spread found photometrically in M37 is a feature common to many more open
clusters, and if there is any connection with the extended TO phenomenon.

Further photometric investigations like ours, as well as accurate differential
spectroscopic analyses on a large sample of open clusters are necessary to shed
light on this phenomenon, and its implications for cluster formation and the use
of open clusters and chemical tagging to study the formation and evolution of the
Galactic disk.

6.6 Comparison of M37 and M38 diagrams

We present here a comparison of the Gaia CMD and the Agpr-Ag.; diagrams of
M37 and M38. The top panels of Fig.[6.10] show the CMDs of our M37 (left) and
M38 (right) bona-fide members, highlighting in a darker shade of grey the sources
employed in the analysis of the width of the MS. The bottom panels display the
Agpr-Agy; diagrams of both cluster’s lower MS. The points are clearly distrib-
uted along different slopes in the two diagrams; in particular, we also notice the
behaviour of high-¢ binaries (Aggr 2 0.1) in the case of M37, that are distrib-

uted along a steeper line, while M38 stars in the same region follow a shallower
direction.
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Figure 6.10: Comparison of M37 and M38 CMDs and Agpr-Agu diagrams.
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7. Photometry and astrometry with
JWST — NIRCam distortion cor-

rectionﬂ

In preparation to make the most of our own planned James Webb Space Telescope
investigations, we take advantage of publicly available calibration and early-science
observations to independently derive and test a geometric-distortion solution for
NIRCam detectors. Our solution is able to correct the distortion to better than
~0.2mas. Current data indicate that the solution is stable and constant over the
investigated filters, temporal coverage, and even over the available filter combina-

tions. We successfully tested our geometric-distortion solution in three cases: (i)
field-object decontamination of M 92 field; (ii) estimate of internal proper motions
of M 92; and (iii) measurement of the internal proper motions of the Large Magel-
lanic Cloud system. To our knowledge, the here-derived geometric-distortion solu-
tion for NIRCam is the best available and we publicly release it, as many other in-
vestigations could potentially benefit from it. Along with our geometric-distortion
solution, we also release a Python tool to convert the raw-pixels coordinates of
each detector into distortion-free positions, and also to put all the ten detectors of
NIRCam into a common reference system.

7.1 Introduction, Observations, Data-Reduction

The characterisation of the geometric distortion (GD) of an imager is of paramount
importance to assess its use for high-precision astrometry. This is particularly
important in the case of cameras of an out-of-atmosphere, brand-new instrument,
such as the James Webb Space Telescope (JWST), arguably the world-wide most-
important astronomical facility.

In this work, we made use of part of JWST public data collected with the

!The content of this chapter has been published in Griggio et al. (2023a).
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Figure 7.1: (Left:) depth-of-coverage of the 9 pointings for each considered filter
in the SW channel. The studied region in the LMC cover about 6 x 3’, and
shows large overlaps between the SW’s detectors. (Right:) a three-colour view of
the region, where FOO0OW, F150W and F444W were used for blue, green and red
colour, respectively.

Figure 7.2: To give an idea of the richness of isolated well-measurable sources in
the field we show a zoom-in of a portion of ~ 150" x 44”, around the brightest
and reddest source (Gaia DR3 4657988450340570624, 2MASS 05212923-6927554,
WISE J052129.23-692755.4) visible in right panel of Figure(a red super-giant
belonging to LMC classified as an extreme AGB star by Boyer et al. (2011)) .

Near Infrared Camerdf] (NIRCam) under the Cycle1 Calibration Program 1476
(PI: M. Boyer) to derive its GD correction. While standard pipeline products for
GD corrections of JWST’s cameras are expected to be released in the future by
other teams, we provide with this work the first, independent, documented and
publicly available GD correction that allows an accuracy of ~ 0.2 mas on the
stellar positions.

This paper is part of a series to build-up our capabilities to obtain state-of-the-
art imaging astrometry and photometry with JWST. This is a necessary task for
us to properly prepare and maximise the scientific returns of our planned (March
2023) proprietary JWST observations (GO-1979, PI: Bedin).

Zhttps://jwst-docs.stsci.edu/jwst-near-infrared-camera
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Table 7.1: Log of the observations employed in this work.

Filter Pupil texp [S]  Readout pattern Ney,

FO90OW  CLEAR 21.474 RAPID 9
F150W  CLEAR 21.474 RAPID 9
F150W2 CLEAR 21.474 RAPID 9
F150W2 F162M  85.894  BRIGHT2 9
F150W2 F164N  118.104 BRIGHT1 18

F277W  CLEAR 21.474 RAPID 9
F444W  CLEAR 21.474 RAPID 9
F444W  F405N  118.104 BRIGHT1 9
F444W  F466N  257.682 SHALLOW4 9
F444W  F470N  257.682 SHALLOW4 9

In our first paper Nardiello et al. (2022) (hereafter PaperI), we describe the
procedure to derive high-accuracy point-spread functions (PSFs) for NIRCam in
some filters, an essential step to derive high-precision photometry, especially in
crowded environments. We made those PSFs publicly availabld®] In this second
paper, we also release to the public our GD correction of NIRCam.

Calibration Program 1476 will derive the GD for both channels of NIRCam
by observing with JWST the Large Magellanic Cloud (LMC) calibration field ob-
served multiple times with the Hubble Space Telescope (HST). This field is centred
at a = 80249030, 6 = —69°49816, and is described in the JWST technical report
Anderson et al. (2021).

However, in the present work we will not make use of this HST astrometric
catalogue to derive our GD correction of NIRCam. Instead, we will make use
just of the new JWST observations to self-calibrate (i.e. to calibrate without
exploiting observations of standard astrometric fields), leveraging the existing Gaia
DataRelease3 (DR3) (Gaia Collaboration et al., |2023) to constrain the linear
terms of our GD solution. In this sense, our work is an independent analysis and
solution of the NIRCam GD, to be compared in the future with those that will be
released by the instrument team.

We employed the set of images collected with the Short Wavelength (SW)
channel in FO9OW, F150W, and F150W2 filters, and with the Long Wavelength
(LW) channel in F277W and F444W. We also, test the derived geometric distor-
tion solution in the available filter combos: F150W2+F162N, F150W2+F164N,
F444W+F405N, F444W+F466N and F444W-+F470N.

3https://web.oapd.inaf.it/bedin/files/PAPERs_eMATERIALs/JWST/Paper_01/
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O'15"Librlary ePSFI .

Figure 7.3: The quality-of-fit (QFIT) distribution before (top panel) and after
(bottom panel) the ePSF perturbation. The median QFIT value decreases from
0.056 to 0.030, with an improvement of ~50% in the PSF fitting. The figure
refers to an image in FO90W filter, namely jw01476001003_02101_00001, module
B, detector 2.

For each filter, JWST observed the field with 9 different pointings in such a
way a given star is placed in 9 different positions of a detector (Fig.[7.1). Each
pointing is an exposure obtained with a single integration. In Table we report
all the observations used in this work.

We extracted catalogues of positions and fluxes for point sources from the
NIRCam calibrated image (_cal) by adopting the procedure described in Paperl.
Briefly, for each image, we used a list of bright, isolated, unsaturated stars to
perturb the 5x5 library effective PSFs (ePSFs) obtained in Paperl, in such a way as
to take into account the time variations of the JWST ePSFs. Briefly, the software
we adopted measured the flux and the positions of the stars by fitting the library
ePSFs, subtracted the models of these stars from the image, and calculated the
average of the normalized residuals that are finally added to the library ePSFs. The
routine carried out 11 rounds if iterations, and at each iteration the residuals are
used to adjust the last obtained PSFs. Figure[7.2] shows a zoom-in of the studied
region at a meaningful scale to display individual sources; it is representative of

‘https://just-pipeline.readthedocs.io/
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the entire field, which is rather homogeneous and rich in bright sources, relatively
isolated, and well-measurable.

In Fig. we show why it is important to perturb the library ePSF. In
the top panel, the quality-of-fit parameter (QFIT) obtained employing the lib-
rary ePSFs (from Paperl) is shown as a function of the instrumental magnitudes
(Minstr = —2.5log X(counts) 4 pixels). The parameter QFIT essentially quantifies
the difference between the adopted ePSF model and the observed stars on the im-
ages. In the bottom panel, the same PSF diagnostic is shown when the perturbed
ePSFs are used. In this case, the QFIT parameter significantly decreases, getting
closer to zero, so the PSF better resembles the real stars. This translates into
improved astrometry, photometry, and source separations.

We adopted the software img2xym developed by J. Anderson (Anderson et al.
(2006)), and adapted to the NIRCam images, to extract positions and fluxes of the
stars by fitting the perturbed ePSFs; we searched for sources with a total flux > 50
counts and whose peaks are isolated at least 5 pixel from the closest brighter pixel.
The software identifies the peaks that satisfy these criteria among the image, and
for each of them, it fits the local ePSF obtained by the bi-linear interpolation of
the 4 closest perturbed ePSF of the grid. Through a chi-square minimisation, it
measures the position and flux of each source. We refer the reader to Paperl for a
more detailed description of the data reduction.

7.2 Geometric distortion correction

Our derivation of the GD correction for NIRCam followed the empirical approach
and procedure successfully applied to derive the GD correction of many other
cameras at the focus of space- and ground-based telescopes (Anderson et al., 2006;
Anderson and King, [2003; Bellini et al., [2011; Bellini and Bedin, [2009; Kerber
et al., 2019; Libralato et al., 2014, [2015).

Our GD solution is derived independently for each of the ten 2048 x 2048 pixels
NIRCam detectors (8 for SW, and 2 LW), and it is made up of three parts. First, a
backbone third-order polynomial (Section derived through a self-calibration
procedure; second, a first-order polynomial derived by exploiting the Gaia DR3
reference system, to fix the linear terms of the GD (Section , and third, a
fine-scale table that accounts for spatial high-frequency systematic residuals that
the polynomial correction can not absorb (Section . More details on self-
calibration of the GD can be found in the work by Anderson and King (2003), of
which we will give a brief description in next sub-section.

The procedure that we will describe in the next sections have been applied in-
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Figure 7.4: Geometric distortion map of NIRCam short (top) and long (bottom)
wavelength channel for both module A (left) and module B (right); detector num-
ber is shown in red on the bottom left corner of each vector plot. The size of the
residual vectors is magnified by a factor 20. For each detector we also show the
single residual trends along z and y axes. Units are in raw NIRCam pixels. The
colour map represents the pixels’ area variation across the detectors (see text).
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dependently to each detector of both modules (A and B). The final distortion map
is shown in Figure The colour map represents the pixels’ area variation across
the detectors due to the GD, which is relevant to show for those investigations
dealing with surface brightness. Each 128 x 128 pixels region in the vector plots of
Figure is coloured according to the ratio between the GD corrected area and
the raw area. We computed the GD corrected area using the corrected positions
of the corners of each region, thus the value represents the mean area variation of
the pixels in that region.

7.2.1 Polynomial correction

The polynomial GD solution is represented by a third-order polynomial; we checked
that higher-orders (fifth and seventh) do not provide better results. We chose
the pixel (zg,y0) = (1024,1024) in each detector as a reference position and
solved for the distortion with respect to it, using the normalised coordinates

(z,9) = (m, y;%) (cfr. Anderson and King, 2003; Bellini et al., 2011).

Zo

To derive the polynomial coefficients we performed a series of iterations in
which we alternate two main tasks: building the master frame, which will be the
temporary reference system closer to the distortion-free solution than the previous
iteration, and calculating the residuals between the positions of the sources as
measured on the master frame and those measured in the raw catalogues. These
residuals are then used to derive the polynomial coefficients. The polynomial
correction is performed as follows:

— We selected the sources in each catalogue with instrumental magnitude in
the range —12.5 < myustr < —8 and with QFIT lower than 0.1, to avoid arte-
facts, saturated and poorly measured stars which would affect the distortion
solution.

— We conformally transformed the positions of each star in each catalogue into
the reference system of the central dither, and we built a master frame by
averaging the positions and fluxes of the sources that are measured in at
least three exposures.

— At this point, we computed the conformal transformations (7") between stars
in each catalogue and the master frame.

— The inverse transformation (77!) is then used to compute the positions of
the master frame’s stars in the raw-coordinate system of each image, that are
then cross-identified with the closest source after applying the inverse GD
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correction derived in the previous iteration (which, of course, at the first iter-
ation is equal to the identity). Each such cross-identification generates a pair
of positional residuals 6z = Zraw — X7 °P7" and dy = Ypaw — YL 0GP,
where (Zyay, Yraw) and (X, Y') are the coordinates in the raw catalogues and
the master frame reference systems respectively.

— We performed a least-square fit of the residuals to obtain the coefficients
for the two third-order polynomials that are added to those derived at the
previous iteration. To ensure convergence, the 75 percent of the correction
is then applied to all stars’ positions.

The procedure is iterated over up to 45 iterations, until convergence is reached,
starting from the corrected catalogues, each time refining the master frame and the
polynomial coefficients. At the end of the procedure, we had a set of coefficients
for each filter. The polynomials derived independently for each filter turned out
to be in agreement within the uncertainties, therefore we computed a weighted
mean (using the inverse of the errors on the coefficients as weights) to get a single
final polynomial for each individual detector. While the polynomials for filter
combinations were marginally in agreement with those obtained for single filters,
they were not used to compute the average polynomials.

7.2.2 GD linear terms

So far, the first epoch of calibration program 1476 has observations collected at
one single orientation of the telescope. This makes it not possible to solve for the
linear terms of the GD (Anderson and King, |2003). For this reason, we will make
leverage of the existing astrometric flat field provided by Gaia DR3 to perform
this task.

While common sources are very few, faint and poorly measured, we need only
3 stars, in principle, to fix these linear terms, as the most general linear trans-
formation has only 6 parameters (therefore the 2D positions of three stars would
be sufficient).

Nevertheless, in each detector, there are always at least 350 stars in common
between Gaia and NIRCam observations of program 1476 for the SW channel, and
at least 1200 for LW channel, more than enough for our purposes.

We then proceeded in the same way as described in the previous section, but
this time using Gaia (projected onto the tangent plane of each exposure) as a mas-
ter frame, starting with the catalogues corrected with the third-order polynomial,
and using all the filters together. We needed 10 iterations to reach convergence.
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Figure 7.5: Positional residuals given by the inter-comparison between all the
dithered exposures (for detector A1) in F150W and F150W?2 filters after the two
polynomial have been applied. The black dots represent the mean residual in each
slice of 128 pixels. The red error bars are calculated as o = 68.27'" percentile of the

residual distribution (after a 3o-clipping), and the black error bars are o /v/n — 1,
with n the number of points used to compute the mean.

The residuals between the inter-comparison between all the dithered exposures
for detector Al are shown in Figure we notice the presence of small spatial
residuals, that we wanted to remove. We corrected these systematics with a lookup
table as described in the next section.

7.2.3 Fine-structure table of residuals

The systematic residuals observed in Fig.[7.5] could not be removed with the poly-
nomial corrections. Additional iterations did not provide any improvements. For
this reason, we decided to proceed with a fine-structure table of residuals.

We followed two different procedures for the SW channel and the LW channel;
for the SW channel we employed again a self-calibration procedure. We started
from the catalogues corrected with the two polynomials and followed the first four
steps of the bullet list in Section [7.2.1. We then divided the residuals into a lookup
table of 16 x 16 cells in  and y. To each cell, we assigned a residual in x and y
using the 3o-clipped mean of the residuals in that cell. The positions of the stars
are then corrected with the residual calculated with a bilinear interpolation of the
four most adjacent cells (cfr. Libralato et al., |2014). This procedure is iterated
over 10 times to converge. The systematic residuals were successfully corrected;
after the correction, the inter-comparison of corrected frames is consistent to the
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Figure 7.6: As Fig. but after applying also the fine-scale table correction.
These black dots are our internal errors, which are always smaller than 20 pas,
and are the formal uncertainty of our GD correction; whereas the larger error bars
(in red) show the positional random error for the individual “typical” source.

sub-mas level (Figure assuming a pixel scale of 31.23 mas, see Section [7.2.6).

We applied the same self-calibration procedure to the LW channel, unsuccess-
fully. After 10 iterations, the residuals between the inter-comparison of dithered
exposures did not show any clear trend. However, the comparison of these posi-
tions with the Gaia catalogue showed a global trend in the residual distribution:
we suspect that the data are insufficient for a self-calibration of the GD for the LW
channel. Indeed, the dither pattern (which is the same for both channels) offers
larger inter-comparison overlaps for SW than for LW.

Therefore, we exploited our just corrected SW catalogues to build a distortion-
free master frame, on which we can calibrate also the LW channel. We proceeded
with the same steps that we followed to derive the SW channel lookup table, but
this time as a master frame we employed the one built employing the SW corrected
catalogues. Adopting this procedure, also in this case, 10 iterations were sufficient
to reach convergence.

This is the final step that concludes the derivation of our GD correction for
the NIRCam detectors. In Sect. we will give details about the Python routine,
which we release as electronic material part of this publication, that will enable
readers to transform the raw pixel coordinate of each of the 10 individual detectors
of NIRCam into a distortion-free frame.
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Figure 7.7: Left: positional residuals between the positions measured by us and
those given by Gaia DR3 catalogue, for the SW channel (top) and the LW channel
(bottom). Right: colour-magnitude diagram in the Gaia filters for the common
sources.
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7.2.4 Gaia validation

Although our formal (internally estimated) errors provide uncertainties smaller
than 20 pas, these very likely are underestimates of the true errors. However, it
is not easy to compare these corrected positions with other catalogues able to
reach similar accuracy for such faint stars. The only available is Gaia DR3 which,
however, we used to fix the linear terms. Therefore, while we will not be able to
independently test the linear terms of our solution, we will nonetheless still be able
to test the accuracy of the non-linear terms of our GD correction.

Unfortunately, common sources are faint for Gaia and we end up being limited
by the errors in the Gaia catalogue in both positions and motions. Gaia DR3 gives
positions at the epoch 2016.0, while the new JWST observations are collected at
epoch ~2022.53. Given the internal proper-motion dispersion for LMC stars in
this field (which also has a distribution far from being Gaussian) of about 40 km s™*
(Anderson et al. (2021), and assuming a distance of 50 kpe, in 6.53 years (2022.53-
2016.0), we expect a dispersion of 1.1 mas.

We cross-identified the sources in our SW and LW catalogue of a single image
(namely jw01476001003_02101_00001 in FO90W and jw01476001001_02101_00001
in F277W) with the Gaia DR3 catalogue, projected onto the tangent plane of each
detector (as in Sec. [7.2.2), and derived the transformations to bring the positions
of our catalogues into the tangent plane coordinate system. The residuals between
the transformed positions and Gaia are shown in Fig.[7.7] (left panels), where the
dispersions are labelled within each panel as ¢ and expressed in mas, for both
coordinates. The right panel shows the CMD in Gaia bands for sources in com-
mon with JWST. We have tried to extrapolate Gaia positions to epoch 2022.53
by employing the tabulated (Gaia proper motions, however, this had the effect to
significantly enlarging the residual dispersion, making these extrapolations useless.
This is mainly due to both the large errors (0.1-0.5mas/yr) on proper motions for
faint sources (G > 17) in the Gaia catalogue, that produce sizeable effects in six
years, and the lack of proper motion measurements for very faint stars (G > 20).

The average observed dispersion for the two coordinates in the SW channel
is 1.48 mas; 1.74 mas for LW channel. To infer from this the errors of our GD
correction, one should subtract in quadrature the other contributions that parti-
cipate to enlarge the dispersion, such as the LMC’s internal motions (~1.1mas),
the errors in the Gaia catalogue (~0.25, mas Gaia Collaboration et al., 2021), and
the positioning errors for the bulk of these stars in the JWST images (0.7 mas, i.e.,
the red error bars in Fig.. Summing in quadrature these contributions for the
bulk of the stars we obtain ~1.3mas. Subtracting in quadrature this value from
the observed dispersion for SW, we obtain a residual of ~0.6 mas, which here we
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entirely ascribe to the residual in our GD correction. Doing the same for the LW
we obtain again ~0.6 mas.

This is a rough estimate for the minimum limit in the accuracy of our GD cor-
rection and is mainly affected by the strongly non-Gaussian internal proper-motion
distributions for LMC stars (see Fig. 15 of Anderson et al. (2021)), and Sect.[7.4.3
of this work). Indeed, in next the sections, we will put significantly smaller upper
limits to this estimated accuracy for the here-presented GD correction.

7.2.5 Internal errors

Figures[7.5] and give positional residuals for the bulk of the measured sources
in the field (red error bars), here instead, we want to show these quantities as a
function of the instrumental magnitude for the individual sources. This is possible
by inter-comparing the positions and magnitudes measured employing the same
filter (9 dithered images), which provide an estimate of the expected r.m.s. of the
quantities, as measured in a single image, for individual sources. In Fig.[7.8] we
show for the case of detector Al in FO90W these trends, with median values of
0.013 pixels (i.e., 0.4mas) for the 1-D positioning, and 16 milli-mag in the photo-
metry for well-measured sources, i.e. those with —13.5 < m < —10 and QFIT< 0.2.
Similar results are obtained for the other detectors/filters. In the following applic-
ations and considerations, it is important to distinguish the difference between
these random errors for individual sources and the systematic errors of geometric
distortion residuals.

7.2.6 Putting detector-based positions into a common ref-
erence system

In this section we derive the transformations to bring the positions measured by
each detector of a given image into a common reference system (which arbitrarily
we chose to be that of A1). We remark that for investigations requiring the most
possible accurate differential astrometry, it is always optimal to compare position
measurements as locally as possible, provided that there are enough reference
sources within the field. However, some projects might have limited reference
objects, and would require an understanding of the distortion across the entire
NIRCam field of view. To derive these transformations we exploited the Gaia
catalogue. We considered each of the nine dithers separately, and we treated every
filter independently. We proceeded as follows:

— first, we downloaded a portion of the Gaia DR3 catalogue large enough to
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Figure 7.8: Positional residuals in z and y (top and middle) and magnitude re-
siduals (bottom) from the inter-comparison of dithered images in FO90OW after
the GD correction have been applied. Red lines indicate the median value of the
residuals for well-measured sources (—13.5 < m < —10, QFIT< 0.2).
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cover both modules A and B of the considered exposure;
— we projected it onto the plane tangent to the centre of the two modules;
— we transformed Gaia positions into the reference system of Al;

— finally, we used the Gaia positions on Al to derive the six parameters trans-
formations to bring all the other detectors on the reference system of Al.

At the end of this procedure, for each filter, we have nine transformations
for each detector (one for each of the nine dithers). We checked the consistency
between the coefficients derived from each dither, and given the general agreement
among them, we computed the final transformation averaging all the nine estim-
ates. Furthermore, as the coefficients were compatible even in different filters,
we also averaged the coefficients obtained in the three filters for the SW-channel,
and averaged those in the two filters for the LW channel, resulting in six para-
meters for the transformation of each detector into a common reference system,
independently of the adopted filter.

In Sect.[7.5, we describe the Python software, which we release with this pub-
lication, that enables users to put all the 10 individual detectors of NIRCam into
a common distortion-free meta-chip frame.

7.2.7 The absolute scale

The transformation between Al and Gaia let us infer the pixel scale of our GD-
corrected pixel reference system. For each of the filters, we observe the nine dithers
to agree within few 107°, with a pixel scale of about 31.23 mas/px (see Table [7.2)).

In the case of HST the telescope was orbiting at 7kms~! around the Earth,
a speed that causes scale variation due to velocity aberration of about 7/300000
parts, i.e., also of few 107°, and every 2 hours (Cox and Gilliland, 2003); therefore
variations of the same order of what we observe here for JWST. However, unlike
HST, JWSTit is not orbiting at 7 km/s around the Earth. Nevertheless, JWST (as
well as HST) is still orbiting the Sun with a velocity slightly less than 30 kms™!,
i.e., causing scale variations due to velocity aberration of about 30/300000, or 1
part in 10 000, a very sizeable effect, although with a much slower ~6 months time-
frame. These effects (of 1 part in 10000) needs to be properly accounted for in
all applications which blindly rely on the absolute scale of the telescope (assuming
JWST will prove to have a scale stable down to this level). For this purpose,
the calibration pipeline includes in the header of each image the expected velocity
aberration scale factor (VA_SCALE) calculated on the base of the expected absolute
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Table 7.2: Mean pixel scale (S) and VA_SCALE.

Filter S[mas/px|] og[mas/px] VA_SCALE — 1
FO90W 31.23227 0.00005 3.65488x107°
F150W  31.23115  0.00006  3.64514x107°
F150W2  31.23086 0.00008 3.64028 x10~°

velocity of the Observatory. We note that the values of the VA_SCALE reported in
the header of each image of the here-employed 1476 data-set, remains well below
the few 1077 scatter observed. In the lack of other observations, we assumed this
to be the limit of the plate-scale stability for JWST.

We are deriving our absolute scales comparing directly to the absolute astro-
metric reference frame of Gaia DR3, therefore, to retrieve the true scale of our GD
solution we should first divide for the VA_SCALE factor. The results obtained for
the average of the scale of detector A1 compared to Gaia DR3, for all images col-
lected in filters FO9OW, F150W, and F150W2, are shown in Table[7.2] The values
for each filter are the averaged values obtained from the nine dithers. Note that
the scale for filter FO90W is significantly different (at ~14 ¢) from the one for the
two filters F150W and F150W2, which are instead marginally consistent (~2.8 o)
among them.

Finally, we note that this is the scale to apply to our —~here-derived— GD solu-
tion, that is normalised to a specific chip location. Other GD solutions might refer
to different pixels, and therefore might have slightly different scales.

7.3 Colour-magnitude diagrams

The dither pattern of the observations provides large overlaps, which in turn,
allows us to compare the photometry obtained from the different detectors of a
module to register the zero points of the detectors into a common photometric
reference system. In the case of the SW channel, we chose as reference system the
first image obtained with detectors Al and B1, and, for each filter and module,
we transformed the positions and magnitudes of the stars measured in all the
images into the reference system defined by this first image. We do this for each
module, separately. We averaged the transformed positions and magnitudes of
each detector, to obtain a more robust catalogue of stars measured in at least three
images and we iterated refining the transformations by using as reference system
the new catalogue containing the mean positions and magnitudes. We report
in Table the photometric zero-points of each detector within each module of
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Figure 7.9: The FO90W versus FO90W—-X CMDs, with X=F150W, F277W,
F444W, of the stars in the LMC, obtained with the data used in this work.

the SW channel compared to detectors Al and B1 (which by definition have null
shifts).

Even if the overlap between modules A and B is small, we also were able to
measure the zero points dmag=mag[A]-mag[B]| between the catalogues obtained
with the different modules in one filter (it means the zero-point between Al and
B1 in the case of SW channel, and A and B in the case of LW channel). We found
OF090W = —0.31 £ 0.06, 6F150W = —0.20 £ 0.07, 0F277TW = +0.03 + 0.11, and
0F444W = —0.06 £ 0.07.

For each filter, we carried out selections by using quality parameters like the
photometric RMS and the quality-of-fit, as done in Paperl. Figure [7.9| shows the
FO090W versus FO90W —X instrumental CMDs of the stars in the LMCs observed
by NIRCam in the FO90W, F150W, F277W, and F444W filters and that passed the
quality selections. The deepest CMD is the FOOOW—F150W one, which reaches
two magnitudes below the MS turn-off with a SN~5; the same signal is reached by
the F444W filter two magnitudes brighter, making this filter the shallowest among
those used in this work to follow the MS stars of the LMC.

7.4 Demonstrative applications

In this section, we demonstrate that applying our just-derived GD correction to
positions of sources, and comparing these positions with those measured in an
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Table 7.3: Relative photometric zero-points for SW and LW channels.

SW Channel
Detector FOoOWwW F150W
Al +0.00 £ 0.00 +0.00 & 0.00
A2 +0.06 + 0.03 +0.02 £ 0.02
A3 +0.06 + 0.02 +0.06 + 0.02
A4 +0.00 £ 0.02 —0.04 £ 0.02
B1 +0.00 £ 0.00 +0.00 4+ 0.00
B2 —0.02 £ 0.02 —0.01 £0.02
B3 —0.09 £ 0.02 —0.06 +0.02
B4 —0.17 £0.02 —0.18 £ 0.01
d(A1BI1) —0.31 +£0.06 —0.20 & 0.07
LW Channel
Detector F27TW F444W
J(AB) +0.03 £ 0.11 —0.06 + 0.07

earlier archival HST data set, we are able to detect stellar motions at sub-mas
level precision.

To this aim, we considered three applications, sorted by increasing difficulty:
(1) the cluster-field separation in the case of the globular cluster M92; (2) the es-
timate of the internal motion of the same cluster; and finally (%) the clear detection
of the internal motions in the LMC system, a stellar system at ~50 kpc.

7.4.1 Field-object decontamination in M92

To compute the displacements of the stars in a field centred in M92, we adopted as
the first epoch the HST observations collected under programme GO-10775 (PI:
Sarajedini, Sarajedini et al. (2007), epoch 2006.27), and as a second epoch the
JWST data from the ERS-1334 (PI: Weisz, epoch 2022.47). For the first epoch, we
used the catalogue obtained by Nardiello et al. (2018b)), while for the second epoch
we used the catalogues obtained in Paperl, corrected by using the GD solution of
this work. We matched the HST F814W catalogue with the JWST FO90W and
F150W catalogues by using 6-parameter global transformations. Sources that
moved the least, and by far the large majority, are M92 member stars, therefore
the zero of the motion coincides with the mean motion of the cluster. Top panel of
Figure[7.10] shows the resulting vector-point diagram (VPD) of the displacements
of the stars in 0t = 16.2yrs. We arbitrarily defined as field stars all the sources
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Figure 7.10: Top: vector-point-diagram of proper motions for sources in the com-
mon field between images collected with HST under program GO-10775, and the
available images from JWST program ERS-1334. A black circle defines our ar-
bitrary criterion to separate members (grey) and field objects (orange). Bottom:
CMD in filters F814W—-F150W vs. FO90W: colour code is the same as top panel.
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with a proper motion larger than ~ 0.9 mas/yr (red points), which is about 3.5¢
of the internal distribution (see next sect.). The bottom panel shows, for the same
sources in the VPD, the mpogow versus mggiaw — mrisowr CMD, employing the
same symbols and colour codes.

Unfortunately, M92 is not an ideal target for a striking demonstration of the
cluster-members field-objects decontamination, mainly because of the extremely
sparse density of Galactic and extra-galactic sources in the direction of M92, where
we count about 15 sources.

7.4.2 M92 internal dispersion

The globular cluster M92 (NGC 6341) is a relatively massive system (3.5x10° M)
located at a distance of ~8.5kpc and with a half-mass of 4.5pc, i.e., 110" (Va-
siliev and Baumgardt, |2021, hereafter VB21). In the radial range explored by the
combined HST-JWST epochs, i.e., 20-100 arcsec from the centre of the cluster,
according to the literature, we expect internal-velocity dispersion between 8 and
5.5kms™! (i.e., between 0.20 and 0.12masyr~', VB21).

In this section, we further test our GD correction estimating the internal-proper
motion dispersion for M92, and in the process we will also obtain a check on the
precision of NIRCam astrometry.

We consider positions (X,Y’) measured within JWST at epoch 2022.47, in the
two filters FO90W and F150W, separately. With those positions, we computed the
displacements of sources in FO90OW and F150W, with respect to those measured
within HST at epoch 2006.27, for each filter separately. We selected best-measured
sources in all data sets, in the brightest 2 magnitudes just below the saturation
and with photometric diagnostics QFIT and r.m.s. selected as described in Fig5 of
Paperl. We plot the two displacements in top panels of Fig.[7.11] The first epoch is
identical for the two computed displacements, and the second epoch is essentially
also the same. Indeed, F150W images were collected only a few minutes after
FO90W images, which does not change much the time baseline of ~16.2years.
The two displacements correlate with the identity (red line, not a fit) in both
coordinates (X on the left, Y on the right). Assuming Gaussian distributions
for both the dispersion along the red line (o)), and perpendicularly to it (o),
we can derive crude estimates for both dispersion in the M92’s internal motions
(0intr) and for the errors (oey). Bottom panels in Fig. show the histograms
for displacements along the parallel (in orange) and perpendicular (in blue) to the
identity line.

Any error in the HST 2006 epoch has the effect to move a source only along
the red line. So, the cross dispersion, i.e., perpendicular to the red line, reflects the
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Figure 7.11: (Top:) Correlation between positional displacements obtained using
an HST epoch collected in 2006.27 with filter ACS/WFC/F814W, and two differ-
ent JWST data sets, in filters NIRCam/SW/F090W and F150W, both collected
in 2022.47. The identity is indicated by the red line. X-coordinate on the (left),
and Y on the (right). (Bottom:) Histogram of the displacement distributions
along and perpendicular to the identity line. Note the different scale for the two
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errors only in the two JWST epochs. Assuming the same dispersion for the two
filters, oywst, we can write oywst = 01/ V2. Taking the average in X and Y we
obtain o, = 0.25 mas, and therefore oywst = 0.18 mas for the single JWST epoch
(note, dispersion of displacements not of proper motions). This is essentially, just
another way to put an upper limit to the errors in on our GD correction, although,
internal to the method.

As four single JWST images participate in the precision of the single filter,
we can multiply by a factor /(4 — 1) to get the precision for the typical star in
the individual image, about 0.3 mas, or ~0.01 pixel; consistent with positioning
precision for the best measured sources, which means that the errors in our GD
corrections should be negligible with respect to it.

Now, we try to infer an estimate of the intrinsic proper-motion dispersion of
M92 stars in the region covered by the two epochs. Similarly to what was done
for the errors, we can assume that oo, = o/ V2. Again, taking the average of
X and Y we obtain a o = 4.15mas, and therefore oo, = 2.93mas. To know
the intrinsic displacement dispersion we need to subtract in quadrature the errors.
To the errors this time participate one JWST and one HST epoch. So, we sum
in quadrature the errors just derived above ojwst = 0.18 mas, and assume HST
errors from the literature. For best stars we expect 0.32mas (from Bellini et al.,
2011), but as four HST images from 2006 participate to determine the positions,
we take opsr = 0.32mas/y/(4 — 1) = 0.18 mas. This makes the total errors,
sum in quadrature of oywst and oggr, amount to o., = 0.25 mas; negligible when
compared to g,ps (as obvious from a glance to Fig.. Nevertheless, the intrinsic
dispersion of the observed displacement is oy, = /02, — 02, = 2.92mas.

Finally, taking into account the time base-line of 16.2 yr, we derive an estimate
for the internal proper motion of M92 stars of 0.18 masyr—!; consistent with the
value found by VB21 in the core (0.2masyr~! in the centre, and 0.1 masyr~! at
100 arcsec). Indeed, our star sample is biased toward the centre, due to the spatial
distribution of sources in a globular cluster.

The result is even more remarkable, taking into account that in the process
of deriving displacement, we use a global transformation to transform from HST
into JWST master frames, letting us completely at the mercy of residual in the
geometric distortion of both JWST and ACS (which are sizable in this particular
data set, cfr. Sect. 4.3 of Anderson et al. (2021), but thankfully diluted in a
16.2 yr time baseline). This means that by using a local transformations approach
(as described in, e.g. Anderson et al., |[2006; Bedin et al., 2003; Bellini et al., |2018)
residual errors of various origins, could be suppressed. For these reasons, the
results presented in this section are even more impressive.
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Figure 7.12: Displacements positions for sources in the LMC field as measured in
archival HST images in year 2006.39, and the corresponding positions as measured
in JWST in filter FO90W at epoch 2022.53.

7.4.3 LMUC internal dispersion

To detect the internal proper motion dispersion of LMC stars, we adopted as a first
epoch the HST data collected during the calibration program CAL/OTA-10753
(PI: Diaz-Miller). The data set consists of 5 x 19 s+2 x 32 s425 x 343 s+10 x 423 s
ACS/WFC images in F606W filter and observations were carried out between 25
April and 9 July 2006 (mean epoch t ~ 2006.39). A catalogue of sources was
extracted for each image by using the software hstipass (Anderson, . These
catalogues were matched with Gaia DR3 catalogue of the same region by using
6-parameter global transformations to orient and transform all the positions of
the stars in the same reference system; the transformed positions were then (30-
clipped) averaged to obtain a catalogue of stars with positions referred to the
epoch 2006.39. We performed the same transformations with the JWST GD cor-
rected catalogues in FO90W; the final product consists of a catalogue with positions
corresponding to the epoch 2022.53. We matched the HST ACS/WFC/F606W
catalogue from 2006.39 with the FO90W catalogue obtained with JWST in 2022.53,
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by using 6-parameter global (i.e., not local) transformations.

The displacements, converted in proper motions assuming a time baseline of
0t = 16.14 yr, are shown in Fig. Beside the flip of the uf axis, and the
zero of the motions referred to LMC stars rest frame, the VPD distribution we
obtained employing JWST is completely consistent with the one characterised in
great detail by Anderson et al. (2021), for the same region of the LMC. The VPD
has the same strongly non-Gaussian distribution in both o and 9, with three-lobed
shape, clearly recognisable also in our Fig. This further, demonstrate that
our NIRCam GD correction enables us to obtain high-precision results comparable
to what obtainable with HST.

As a final note, a more solid estimate of the internal velocity dispersion within
LMC would be obtained by performing a local transformation approach (as for
example in Bedin et al., 2014).

7.5 Conclusion

In this work, we have exploited JWST observations of a field in the LMC and
GaiaDR3 to calibrate the geometric distortion of the ten NIRCam detectors. We
exploited the calibrated positions coupling them with archival HST observations
to measure the proper motions of sources within a field in the core of the Galactic
globular cluster M92. Our measurements were able to clearly disentangle field
objects from cluster members, and even to measure their internal kinematic. We
also were able to measure the internal dispersion of stars within one extra-galactic
system, the LMC. In all cases, our results are in agreement with the literature and
in line with state-of-the-art astrometry.

Indeed, it is worth mentioning that the here-presented GD correction was suc-
cessfully employed in the recent work by Nardiello et al. (2023a): where it allowed
for the first detection of brown dwarf candidates in a GC, as result of careful im-
age registration, and accurate proper-motion memberships derived by the coupling
with existing HST archival material collected ~12years earlier.

Finally, we publicly release two Python tools to apply our geometric distor-
tion correction to the raw coordinates of NIRCam detectors, and to put all the
detector-based positions into a common, distortion-free, global reference system.
The routine raw2cor.py takes as input a list of raw coordinates, the module (A
or B) and the detector (1-5), and applies the third-degree polynomial, the linear
terms, and the fine-scale table, giving as output the corrected coordinates. The
routine xy2meta.py requires the same input as raw2cor.py, but in addition to
the GD corrections it also applies the transformations to bring all the coordinates
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into a common reference system, which are given as output. These routines are
released as electronic material with this paper and are also downloadable from the
following url: https://oapd.inaf.it/bedin/files/PAPERs_eMATERIALs/JWST/
Paper_02/Python.
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8. JWST unveils the brown dwarf
sequence of 47 Tucan%m

In this chapter we apply our techniques to derive high-precision photometry and
astrometry to compromised (publicly-available) images collected with JWST of
the Galactic globular cluster NGC 104 (47 Tucane). In spite of the degradation
and limited data, we were able to recover photometry and astrometry for the
coolest stellar objects ever observed within a globular cluster, possibly unveiling
the brightest part of the brown dwarf (BD) sequence. This is supported by: (i)
proper motion membership, derived by the comparison with positions obtained
from Hubble Space Telescope archival early epochs; (i) the predicted location of the
BD sequence; and (74i) the mass function for low-mass stars derived from models.
Future JWST observations will provide the necessary deep and precise proper
motions to confirm the nature of the here-identified BD candidates belonging to
this globular cluster.

8.1 Introduction

Globular clusters (GCs) have always been fundamental benchmarks to test models
of stellar evolution, as they are formed by stars spanning a wide range of masses
and with roughly the same age, chemical composition and distance. GCs are
among the oldest known objects of the Milky Way and possibly in the Universe,
and their properties can be determined using stellar colour-magnitude diagrams
(CMDs).

The Hubble Space Telescope (HST) has made significant contributions to our
understanding of these systems, both in the Galactic (e.g., Bedin et al. (2004) and
Piotto et al. (2007)) and extra-galactic context (Nardiello et al. (2019)). With
its superior resolution and infrared (IR) sensitivity we can expect that the James
Webb Space Telescope (JWST) will also greatly enhance the study of GCs. Argu-

!The content of this chapter has been published in Nardiello et al. (2023a).
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Figure 8.1: Left panel: mpgzsows versus mpiisw — Mpsoowe CMD for all the well
measured stars in the JWST field. Green line represents the 10 Gyr BaSTI-IAC
isochrone. Shaded regions are our detection limits in both the filters: dark red
corresponds to the background noise (1o) converted in magnitude, middle and
light red are the 30 and 5o limits, respectively. Right panel is a zoom of the CMD
around the region where the high-mass BDs are expected. We highlighted in red
objects whose mass should be between 0.07 and 0.1 M. In blue and magenta are
reported the solar-metallicity BD 10 Gyr isochrones (ATM02020 CEQ and NEQ
strong models, respectively) from Phillips et al. (2020).

ably, the most probable finding of JWST will be the complete characterisation of
GCs down to the entire lowest masses along the Main Sequence (MS), and in the
so far unexplored regions of brown dwarfs (BDs).

BDs are objects that do not have enough mass to fuse Hydrogen in their cores
and instead contract to the size of Jupiter, cooling and dimming over time (Hay-
ashi and Nakano (1963) and Kumar (1963)). While thousands of BDs of Solar
metallicity have been identified and studied near the Sun and in nearby young
clusters and associations (Best et al. (2021), Kirkpatrick et al. (2019) and Rebolo
et al. (1995)), they have not yet been observed in GCs despite dedicated searches
(Dieball et al. (2016, 2019)). Identifying BDs in old and metal-poor GCs would
greatly improve our knowledge of BDs and GCs. Indeed, the chemical compos-
ition of BDs has a major impact on their properties. For example, the mass at
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the Hydrogen burning limit (HBL) is set by the internal opacity and metallicity:
metal-free BDs have higher HBL mass (0.090 M) than BDs of Solar abundance
(0.072 Mg); Saumon et al. (1994)). Cooling is also affected by the chemical com-
position through opacity. Low temperatures allow for the formation of complex
molecules in BDs’ atmospheres, which in turn, affect significantly their spectra
(Birky et al. (2020)). As BDs cool down (i.e., age), they increasingly separate
in luminosity from stars. In the case of the extreme ages of GCs (>10Gyrs), a
significant gap in luminosity is expected, the width of which depends on the in-
terior equation of state and low-temperature fusion processes. Studies of GCs with
the HST have identified the beginning of this gap, but the most massive BDs (the
brightest) at the bottom of the gap have not been detected yet. It is expected that
the capabilities of JWST will reach these BDs in GCs, allowing for an independent
measurement of the age of GC populations through the HBL gap (Caiazzo et al.
(2017, 2019)).

Concerning the multiple population phenomenon observed within GCs (Bastian
et al. (2019), Nardiello et al. (2015, [2018a) and Piotto et al. (2015)), particularly
in the most massive and dynamically less evolved ones (Bedin et al. (2004), Piotto
et al. (2007) and Siegel et al. (2007)), BDs can provide important information.
Indeed, BDs are highly sensitive to variations in composition and can serve as
amplifiers of these differences, which can help to fine-tune models of the atmo-
spheres of ultra-cool stars and sub-stellar objects of different masses, ages, and
chemical properties. This can help relate the properties of observed stellar pop-
ulations at higher masses, in order to better understand the observed differences
in chemical compositions among multiple generations of stars, which are not yet
fully understood (Renzini et al. (2015)).

In this letter, we derived photometry and astrometry for the coolest stellar
objects ever observed in a GC, possibly unveiling for the first time the brightest
part of the BD sequence in a GC.

8.2 Observations and data reduction

The data employed in this paper are JWST public archival material which was
compromised by technical problems. The program is GO-2560 (PI: Marino) which
focus on characterizing multiple stellar populations in very-low mass M-dwarfs of
the relatively close and massive Galactic GC 47 Tucanze (NGC104). Visit 13 of
GO-2560 suffered of a guide star acquisition failure, that has resulted in imperfect
images. These images were judged unsuitable for the main science of that program
and requested (and approved) to be repeated in June 2023. The discarded data,
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Figure 8.2: Identification of 47 Tuc’s members through PMs. Panel (a) shows the
mr11sw versus (mpgogw — Mr11sw) CMD, used to identify likely WDs (in blue)
and faint objects visible in the F606W band (green crosses). These selections
are used to exclude some candidate low MS/BDs (in red) in the mpi15w versus
(mp115w — Mps2aw2) CMD of panel (b), that shows all the stars identified in the
JWST data and for which we measured PMs with F606W, F110W, and F160W
images. Panels (c) illustrate the PMs in the magnitude intervals corresponding to
the ordinate axis of panels (a) and (b); black stars in the magenta circles are the
likely GC members.

according to STScl policies, becomes immediately public.

The data for this article was collected using the Near Infrared Camera (NIR-
Cam) on JWST and centred on a region located about 6 arcmin from the 47 Tuc’s
centre. The observations took place on July 13-14, 2022 and utilised two filters:
F115W (short wavelength) and F322W2 (long wavelength); 40 exposures of 1030.7s
were taken with each filter, using the DEEP8 readout mode. The observations were
collected with two large dithers to fill gaps between the detectors within a module,
but not the gap between the two modules.

In our efforts to extract optimal astrometric and photometric capabilities of
JWST cameras (Griggio et al. (2023a) and Nardiello et al. (2022)), we searched
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the archive for dense stellar fields, and quickly realised that these failed images are
an optimal benchmark to test our algorithms. Our procedures derive completely
empirical effective PSFs (ePSFs) of any shape, and rely on well-characterised geo-
metric distortion for the cameras. In the following, we briefly describe the data
reduction. First, taking advantage of the large dithers of the images and of the
geometric distortion solution obtained by Griggio et al. (2023a), we extracted a
grid of 5 x 5 library ePSF's both for the F115W and F322W?2 filters, following the
procedure described by Nardiello et al. (2022). By using the brightest and most
isolated stars in each image, we perturbed the ePSF's to take into account their time
variations and we used them to obtain positions and fluxes of the sources detected
in any given image (we refer to this as first-pass photometry). For each filter,
we transformed positions and magnitudes in a common reference frame, defined
by the Gaia DR3 catalogue (Gaia Collaboration et al. (2021)) and the first image
in each filter. We used images, perturbed ePSFs, and transformations to carry
out the so-called second-pass photometry, by using the KS2 software, developed by
J. Anderson (Anderson et al., 2008b), which was employed and described in several
works (e.g., Bellini et al. (2017), Nardiello et al. (2018b]) and Scalco et al. (2021)),
and here adapted to NIRCam images. This routine, analysing all images simultan-
eously in a consistent reference frame, allows us to go deeper than the first-pass
photometry and to detect extremely faint sources which would be otherwise lost
in the noise of individual exposures. We carefully cleaned the final catalogue from
the artifacts and bad sources (in part due to the imperfection of the images) by
using the quality parameters output of the KS2 routine (Anderson et al., 2008b)).
Calibration of the instrumental magnitudes were obtained as in Nardiello et al.
(2022).

In this study, we made also use of the partially overlapped HST Wide Field
Camera 3 (WFC3) optical and IR observations collected during the GO-11677 (PI:
Richer, Kalirai et al. (2012)) in F606W, F110W, and F160W. Astro-photometric
catalogues were obtained from this data-set following the data reduction procedure
described by Nardiello et al. (2018b]) and Bedin and Fontanive (2018, 2020).

8.3 Colour-magnitude diagrams & motions

In spite of the degradation suffered by these JWST images, our procedures were
able to recover exquisite photometry and astrometry, which allowed us to under-
take an independent investigation —on a quite different subject— off the nominal
main goal of program GO-2560. In this paper we present our study of the BDs of
47 Tuc.
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Figure 8.3: Comparison between simulated BDs (green squares) and observed
CMDs. In panel (a), all the stars measured in the JWST images are plotted in
black, while in red are indicated objects consistent with mass < 0.1 M. In next
three panels to the left, for clearness purposes, we do not show those WDs clearly
identified in Fig. [8.2l Panels (b) and (c) show the mpgoows versus (mpiisw —
mF322W2) and the Mr32o0w2 VErsus (mFHOW - mF16ow> CJ.\/.[])S7 respectively, for the
stars with proper motions in agreement with the mean cluster’s motion. Azure
crosses are the candidate BDs we identified in this study. Panel (d) shows the
proper motion distribution referred to the mean cluster’s motion. The shaded,
rose region contains the stars whose proper motion is within 20 from the mean
motion of the SMC’s stars. The azure circle is the faintest candidate BD we found,
whose multi-filter finding charts is shown in Fig. [8.4
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Figure 8.4: Finding charts of the faintest candidate BD found in this paper. The
star is visible in all the adopted IR bands, but not in the optical band F606W, as
expected for a BD.

In left-panel of Figure we show the mpsaaws versus meiisw — Mezaews CMD
for the all stars in the field, where the cluster’s lower MS, the white dwarf (WD)
sequence, and the Small Magellanic Cloud (SMC) MS are all well populated and
clearly defined. Shaded regions show the 1, 3, 50 floor-noise level (computed as
described in Bedin et al. (2023)). We overlapped (in green) a BaSTI-IAC 10 Gyr
isochrone (Hidalgo et al. and Pietrinferni et al. (2021)) to the MS of 47 Tuc.
We used the distance modulus (m — M), = 13.276 tabulated by Vasiliev and
Baumgardt and the reddening E(B — V) ~ 0.04 as reported by Harris
(1996). Beside usual uncertainties of models in reproducing the observed very low-
mass MS stars, it is also clear that the lower MS of 47 Tuc (down to mpssows ~ 23)
is far from being well represented by a single stellar population (as expected). A
more detailed analysis of the multiple population phenomenon in the lower MS
of 47 Tuc will be the subject of a future article (Nardiello et al. in prep.). These
theoretical models end at the lower limit M = 0.1M at magnitude mgsoows ~ 23.

In right-panel of Fig.[8.1] we highlighted in red the stars that are likely cluster
members and have masses M < 0.1 Mg. To interpret the sub-stellar objects
we employed the BD tracks by Phillips et al. (2020, ATM02020) and computed
10 Gyr isochrones for solar-metallicity BDs (being not available to us BDs models
at 47 Tuc metallicities). The line in blue shows the isochrone obtained from chem-
ical equilibrium atmosphere (CEQ) models, while the one in magenta shows the
one obtained employing atmosphere with non-equilibirum chemistry and ‘strong’
mixing (NEQ strong). Although these models do not reflect the exact chemistry of
the stars in 47 Tuc, it is possible to note that the most massive BDs (M > 0.07 M)
positions on the CMD are consistent with the observed sources highlighted in red.

In order to verify the cluster membership of these low-mass stars (indicated
in red in Fig., and the membership of even fainter stellar-object (which are
completely lost in the MS of the SMC in these CMDs), we reduced deep HST
observations collected with the WFC3 (see Sect. . These early epochs, along
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with the new JWST positions, were then employed to compute the relative proper
motions (PMs) as in Bedin et al. (2014), by using 47 Tuc’s stars as reference
system for the motion, and MS stars as reference for the local transformations.
The average temporal baseline between the two epochs is At = 12.4 years. The
resulting PMs are reported in panels (c) of Fig. we selected the likely cluster
members by tagging the stars inside the magenta circles as sources with a proper
motion in agreement with the cluster motion. Very red, cool objects are not visible
in the mpi15w versus (mpgosw — mr115w) CMD, and we used this CMD (panel (a)
of Fig. to identify, among the likely cluster members, the WDs (in blue) and
other faint objects that can not be low MS stars/BDs (in green). In panel (b) we
show the stars for which we have proper motions; likely WDs and other objects
are marked as in panel (a), while with a red circle we highlighted < 0.1M, stars
and candidate BDs.

In the next section we compare the observed CMDs with synthetic CMDs
obtained from theoretical models.

8.4 Comparison with theoretical isochrones

To obtain a qualitative estimate of the expected number of BDs at different mag-
nitudes and their approximate location in the CMD, we first derived the mass-
function (MF) for the observed MS stars, employing the BaSTI-IAC models. The
derived masses turned-out to be rather flat in the mass range 0.15-0.35 M. We
then extrapolated this derived flat MF value down to the BDs mass range (0.015-
0.075Mg), and computed a synthetic CMD (ignoring completeness) by employing
the only BD isochrones at our disposal (described in previous section), which how-
ever are for Solar metallicity. To generate the synthetic CMD we proceeded as
follows: we first generated a random log;,(Mass) in the interval [—1.8,—1.12] fol-
lowing a uniform distribution. For each random mass we associated a magnitude
in the JWST and HST filters using the BDs models, linearly interpolating between
the two nearest theoretical points. We then added a random noise in magnitude
with errors as estimated from the real data.

Synthetic BDs are shown with green symbols (squares) in Fig., while the
observed sources with black points. Panel (a) shows all the observed stars, while
panels (b) and (c) only the sub-sample of the observed stars with an estimate
for the PMs, for the CMDs mpgaows versus mpiisw — mpesgows (JWST-only) and
ME32o0w2 VEISUS MpEi1iow — MFEF160W (HST—OHIY), respectively. Finally, panel (d)
shows the combined 2-D proper motions as a function of JWST’s magnitude
mpsgoowe. Lhis panel reveals an almost-perfect separation between field objects

152



CHAPTER 8. JWST UNVEILS THE BROWN DWARF SEQUENCE OF
47T TUCANAE

(mainly SMC stars) and cluster members down to mpgaows =~ 26, below which the
membership become less clear. We have identified (and highlighted with azure
crosses) a group of ten sources, which had proper motion consistent with the
cluster’s mean motion, survived to all the selections and were located in the area
of the CMDs where BDs with mass of ~ 0.072M, are expected (synthetic BDs
in green). We can also exclude that these objects are foreground BDs, as those
would be close-by, with considerably large dispersion and high proper motions.

In summary, in this observational effort, we have employed compromised public
images collected with NIRCam at the focus of JWST, recovering exquisite photo-
metry and astrometry that enable scientific investigations. We used our reduced
data to explore the faintest stellar objects in a field of 47 Tuc, where we isolated
a group of 10-objects that we identify as candidate BD members of 47 Tuc. Their
membership is supported by the following arguments: (i) their PMs are consist-
ent with them being cluster members; (i) their location on CMD is qualitatively
consistent with the expected location by approximate models; and finally, (7i1)
the observed number of candidate BDs is consistent with the simulated number
obtained extrapolating the MS MF into the BD domain, also considering all the
uncertainties (models, MF extrapolated, completeness, etc.).

Only adequate JWST follow-up observations will be able to confirm the nature
of these BD candidates as true members of 47 Tuc, by means of multi-wavelength
deep observations and JWST-only derived proper-motion.
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9. A near-infrared extension of Gata
into the Galactic planem

In this chapter we use near-infrared, ground-based data from the VISTA Variables
in the Via Lactea (VVV) survey to indirectly extend the astrometry provided by
the Gaia catalog to objects in heavily-extincted regions towards the Galactic bulge
and plane that are beyond Gaia’s reach. We make use of the state-of-the-art tech-
niques developed for high-precision astrometry and photometry with the Hubble
Space Telescope to process the VVV data. We employ empirical, spatially-variable,
effective point-spread functions and local transformations to mitigate the effects
of systematic errors, like residual geometric distortion and image motion, and to
improve measurements in crowded fields and for faint stars. We also anchor our
astrometry to the absolute reference frame of the Gaia Data Release 3. We meas-
ure between 20 and 60 times more sources than Gaia in the region surrounding the
Galactic center. Our astrometry provides an extension of Gaia into the Galactic
center. We publicly release the astro-photometric catalogs of the two VVV fields
considered in this work, which contain a total of ~ 3.5 million sources.

9.1 Introduction

The Gaia mission (Gaia Collaboration et al.,[2016b) has revitalized many scientific
research fields by providing the community with exquisite astrometry and photo-
metry for more than a billion sources. All-sky coverage and astrometric accuracy
and precision also make the Gaia catalogs among the best resources for technical
projects like catalog/image registration to the International Celestial Reference
System. The Gaia mission in fact provides an absolute astrometric reference frame
on the sky, which can be used to derive geometric-distortion corrections for many
cameras, as shown by, e.g., Griggio et al. (2022a).

!The content of this chapter has been submitted for publication to Astronomy and Astro-
physics.
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However, Gaia suffers from a few shortcomings, one of which being highly
incomplete even for bright sources in high-density fields, such as in the proximity
of globular clusters or the Galactic bulge (Fabricius et al., 2021). In addition,
Gaia is limited to sources brighter than G ~ 21, which makes it essentially blind in
dust-enshrouded regions like those towards the Galactic plane. For these reasons,
Gaia has limited applications for scientific or technical programs requiring high-
precision astrometry for reddened Bulge and Disk objects.

The Galactic bulge is the ideal laboratory to study stellar interactions in high-
density environments on galactic scales, providing insights into the early history of
the Milky Way (e.g., Barbuy et al.,[2018; Fragkoudi et al.,2020; Zoccali, 2019), and
astrometry represents a valuable tool to investigate the stellar populations in the
Bulge. In particular, proper motions allow to separate Bulge and Disk stars and
to identify gravitationally-bound systems such as comoving groups, star clusters
and stellar streams (e.g., Garro et al., 2022a; Kader et al., 2022). Moreover, the
Galactic bulge is where most of the microlensing events have been discovered —
given the high density of sources in the Bulge — and precise astrometry plays a
fundamental role in the determination of the geometry of the event and of the
masses of the involved bodies (Mréz et al., 2019). Proper motion measurements
have also been essential for studies of new and old globular clusters in the Milky
Way (Contreras Ramos et al., [2018; Garro et al., 2020, 2022b; Minniti et al., [2017,
2021b), and the accurate measurement of proper motions is key to identify old
globular clusters in the vicinity of the Galactic center and to measure their orbital
properties (Minniti et al., 2021a;, [2023).

The VISTA Variables in the Via Lactea (VVV, Minniti et al., 2010) is a near-
infrared survey of the Galactic bulge and most of the Disk obtained with the wide-
field camera mounted at the Visible and Infrared Survey Telescope for Astronomy
(VISTA, located at the Paranal Observatory in Chile). The VVV survey covers
~ 528 sq. deg of some of the most complex regions of the Milky Way in terms of
high extinction and crowding. Its extension, VVVx (Minniti, |2018), re-observed
the same regions covered by its predecessor, and observed for the first time new
areas that were not included in the original VVV plan. The combination of VVV
and VVVx data provides an incredible dataset covering about 1700 sq. deg observed
between 20 and 300 times, with a temporal baseline of up to 10 years.

The VVV survey is carried out with the near-infrared, wide-field imager VIR-
CAM (VIsta InfraRed CAMera). VIRCAM is an array of 16 Raytheon VIRGO
Mercury Cadmium Telluride 2048 x 2048-pixels detectors, arranged in a 4x4 grid.
The gap between the VIRCAM detectors are 42.5% and 90% of the detector’s size
along the x and y directions, respectively. This layout allows VIRCAM to cover a
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Figure 9.1: Gaia DR3 source density around the region covered by the VVV
survey. White boxes represent VVV tiles. We highlighted in light blue the two
tiles considered in this work, namely b333 in the Galactic center, and b248 on the
southern Bulge. Density map data taken from the Gaia archive.

field of view of 0.6 deg? in a single pointing (a “pawprint”, following the official no-
menclature). The VVV survey observed a given patch of sky (a “tile”) with a 3x2
mosaic, covering about 1.4x1.1 deg? without gaps. The Cambridge Astronomical
Survey Unit (CASU) is responsible for the data reduction, catalog generation, and
calibration of both photometry and astrometry (Irwin et al., Lewis et al.,
. The survey lasted five years, from 2010 to 2015, and observed the Disk and
Bulge between 50 and 80 times in the Kg filter. Additionally, two epochs in Z, Y,
J and H filters were acquired at the beginning and at the end of the survey. The
VVV and VVVx surveys were mainly designed for photometric variability studies,
but their multi-epoch strategy also enables astrometric analyses, as demonstrated
by, e.g., Libralato et al. and Smith et al. .

Libralato et al. (2015, hereafter PaperI) presented a new pipeline to process
the VIRCAM data. They used a calibration field centered on the globular cluster
NGC5139 to derive a new geometric distortion (GD) solution for the VIRCAM
detector, which enables high-precision astrometry with the VVV data. They re-
processed the data of the VVV tile containing the globular cluster NGC 6656 and
derived proper motions with a precision of ~1.4masyr~!, using 45 epochs over a
time baseline of 4 years.

Smith et al. presented an astrometric catalog (VIRAC) of proper mo-
tions and parallaxes for the entire VVV area based on the CASU pipeline data;
this catalog contains 312 million sources with proper motions and 6935 sources
with parallaxes, and currently represents the largest astrometric catalog derived
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from VVV. Their proper motions achieve a precision of better than 1 masyr~— for
bright sources, and few masyr~! at Kg = 16. However, their astrometry is not
absolute, as they didn’t have at the time the Gaia all-sky reference frame to an-
chor their positions. Moreover, uncertainties on the the relative to absolute proper
motion calibration limits the accuracy of investigations on large Galactic scales.

In this paper, we use the VVV data (not VVVx) to extend the Gaia astrometry
to reddened sources in the Galactic plane. In Fig.|9.1 we show the coverage of the
VVV survey in Galactic coordinates, superimposed to a source-density map of the
Gaia Data Release 3 (DR3 Gaia Collaboration et al., 2023) catalog. We highlighted
in light blue the two tiles considered in this work, namely b248 (South-East of the
Galactic center) and b333 (which contains the Galactic center). The density map
shows that the number of sources accessible to Gaia in the Galactic plane is limited
by dust and crowding. As anticipated, this limit makes certain investigations
unfeasible in this region, and it is the primary motivation behind our work. We
chose these two fields to test our methods in two environments with very different
densities of Gaia sources: the tile b248 has about 350 Gaia sources per sq. arcmin,
whereas the tile b333 has an average of 25 sources per sq. arcmin. As in Paper I, we
use spatially variable empirical point-spread functions (ePSF's; see e.g., Anderson
et al., 2006) to precisely measure positions and fluxes of all sources in any given
VVV image, and adopt local transformations (Anderson et al., 2006) to collate
multiple single-image astro-photometric catalogs, to minimize systematic errors
such as residual GD and atmospheric effects, and to achieve the best astrometric
precision possible. In addition, we significantly improve over previous efforts by: (i)
employing a combination of first- and second-pass photometric stages specifically
designed to improve measurements in crowded fields and for faint stars, and (ii),
linking our astrometry to that of the Gaia DR3 catalog, as done in, e.g., Bedin
and Fontanive (2018, 2020) and Libralato et al. (2021).

The paper is organized as follows. In Sec.[9.2] we describe the data reduction
process, the construction of the master frame by leveraging on the Gaia DR3
catalog and the photometric registration. Section[9.3] provides an overview of the
proper motions fit procedure. Section[9.4] shows the consistency of our catalog
with respect to Gaia. In Sec.[9.5] we compare our results with the current public
release of the VIRAC catalog (version 1) and we show the improvements enabled
by our method. In Sec.[9.6] we present an application of our new data reduction
by measuring the parallax of a sample of sources, and compare them with those in
the Gaia catalog. Finally, in Sec.[9.7] we outline our data reduction strategy and
conclude the paper in Sec.[0.§ with a summary of our work.
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Figure 9.2: Positional residuals obtained by cross-matching the catalogs of a set of
consecutive images with Gaia after the GD solution derived with the VVV dataset
is applied. Notice that the residuals display different trends, preventing precisions
of less than ~ 0.1 pixels (~35mas) in a single exposure with this approach.

9.2 Data reduction

In the first stage of the data reduction, i.e. “preliminary photometry”, we focus
on the bright, unsaturated members. These sources are used to define the master
frame by cross-matching their positions with those measured by Gaia. Preliminary
photometry was obtained as described in Paper I. We started from the pre-reduced
images downloaded from the CASU archive and we treated each of the sixteen
detectors separately. Our pre-processing routine is responsible for applying a series
of cleaning algorithms to flag cosmic rays and mask bad pixels and saturated stars.

For each detector, we derived a 5 x 5 array of effective point-spread functions
(ePSFs) using bright, isolated and unsaturated sources as described by Anderson
et al. . We used these ePSF models to measure positions and fluxes of the
sources in each image. Our preliminary photometric catalogs contain positions,
instrumental magnitudes defined as —2.5-log(flux), and a parameter called quality-
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of-fit (QFIT), which represents the goodness of the ePSF-model fit for each star
(see, e.g., Anderson et al.,|2008a). A QFIT values close to 0 represents a good ePSF
fit. In our VVV catalogs, bright and isolated sources typically have QFIT < 0.15.
Bright, unsaturated stars close to saturation (with instrumental magnitudes within
~ —13.5 and ~ —12, depending on the detector) show higher (> 0.2) QFIT values.
These sources appear to exhibit inaccuracies in their flux measurements also in the
VIRAC catalog (see Fig. . What causes these bright stars, which should have
a QFIT close to 0, to behave differently from the other bright, unsaturated sources is
unclear. Nevertheless, we treated them as saturated and excluded the centermost
pixels from the ePSF fitting to improve their photometry and astrometry. The
threshold used to identify these objects was empirically defined for each detector.

The calibration of the GD cannot be performed via auto-calibration techniques
with the VVV data, as the dither pattern is not suited for this purpose (see, e.g.,
Héberle et al., 2021; Libralato et al., 2014). We attempted to derive the GD
solution by exploiting the Gaia DR3 catalog, following the procedure described
in Griggio et al. (2022a, 2023b)). However, given the short exposure time of the
VVV images (~4s), we were ultimately limited by the atmospheric image motion.
In fact, the minimum exposure time needed to mitigate the impact of large-scale
semi-periodic and correlated atmospheric noise, which can adversely affect ground-
based astrometry, is approximately 30 seconds, as determined by, e.g., Platais et
al. (2006, 2002) or Libralato et al. (2014). To show the effect of image motion, we
cross identified the stars in the astro-photometric catalogs of a set of consecutive
VVYV images and in the Gaia DR3 catalog. Gaia positions were propagated at the
epoch of the VVV images by means of the Gaia DR3 proper motions and projected
on the tangent plane of each VVV exposure. We then used six-parameter linear
transformations to transform the GD-corrected positions in each VVV frame on
to the Gaia reference frame system. Figure[9.2] shows the positional residuals
generated by this comparison for a set of consecutive VVV images. Even though
these images were taken within less than one minute, the residuals show different
trends. Computing the GD solution from these images results into a null mean
correction, as the random residuals due to image motion cancel out. For this
reason, it is not possible to improve the GD solution derived in PaperI using the
VVV data itself. We then corrected the VVV raw positions with the GD solution
of Paper I, which we consider more reliable as it was computed from well-exposed
images of a calibration field specifically observed to calibrate the GD. We will
explain later, in Sec.[9.3] how we mitigated the effect of image motion.

Besides the GD, we also needed to consider projection effects resulting from the
large dithers of the images and the wide field of view of VIRCAM (see discussion
inPaperI). As a result, images lie in different tangent planes, and we need to
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account for this as done in, e.g., Griggio et al. (2022a). To do so, after correcting
the raw positions with the GD solution, we used the information contained in
the fits header of each image to project the detector-based coordinates onto
equatorial coordinates, as in Bedin and Fontanive (2018), adopting a pixel scale of
0.339 arcsec/px (PaperI). We then projected all positions from all catalogs back
into a common plane, using as tangent point the average pointing position of all
the images of the same tile. After this procedure, all single-exposure catalogs lie
on the same tangent plane.

9.2.1 The master frame

A key step for our goal is the construction of a common reference frame, hereafter
“master frame”, where we can combine our images. Thanks to the Gaia mission,
we already have an all-sky, absolute reference frame to which we can anchor our
astrometry. We used the Gaia DR3 catalog to define the master frame as follows:

e We propagated the Gaia positions to the corresponding epoch of each VVV
pawprint set using Gaia proper motions.

e We projected these adjusted positions onto the same tangent plane adopted
for the tile.

e We cross-matched the sources in each single-exposure catalog with those in
the Gaia DR3 catalog, and derived the coefficients of the six-parameters
linear transformations that bring the image-based coordinates onto the Gaia
absolute reference frame.

9.2.2 Photometric registration

We registered the photometry to the 2MASS photometric system (Skrutskie et al.,
2006) using the Gaia-2MASS cross-matched table available in the Gaia archive.
We selected the best measured sources in both our catalogs and 2MASS, and use
these sources to calculate the photometric zero-points to transform the instru-
mental magnitudes measured in each single image into the 2MASS photometric
system.

The 2MASS filter passbands are slightly different from those of the VISTA
filters, and a more precise calibration would need to account for several factors,
as described in Gonzdalez-Ferndndez et al. (2018) and Hajdu et al. (2020). How-
ever, since in this work we are focused on obtaining high-precision astrometry, we
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Figure 9.3: Color-magnitude diagrams for tiles b248 (left) and b333 (right). See
the text for details.

neglected second-order corrections. In fact, the largest term in the photometric-
calibration equation between the 2MASS and VISTA magnitudes is the color term,
and it is of the order of few hundredths of magnitudes at most. As such, the correc-
tion introduced by this term would be very small. Nonetheless, we plan to perform
a more accurate calibration in the next releases, including airmass, extinction and
color terms.

9.2.3 Second pass photometry

The “second-pass” photometry has been performed using a version of the software
KS2 (an evolution of the code presented in Anderson et al., developed for
HST), opportunely modified to work with VIRCAM images, and adapted to wide-
field imagers by Griggio et al. (2022a, 2023Db)). The software is designed to obtain
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deep photometry in crowded fields, by iterating a find-measure-subtract routine,
that employs all images simultaneously to improve the finding of faint sources. A
description of KS2 can be found in, e.g., Bellini et al. (2017) and Scalco et al. (2021).
Briefly, the flux is measured by fitting the ePSF to the inner 5 x 5 pixels of the
source after subtracting the local sky, using the appropriate ePSF for each image,
and then averaged out between all the exposures. Stars measured in the previous
iteration are subtracted from the image at each step. The second-pass photometry
has been carried out separately for each epoch in the Ky filter: we considered as
an epoch each set of images taken in the same day. A list of stars (derived from the
preliminary photometry) is given as input to the routine, and it is used to construct
a weighted mask around bright sources which help to avoid PSF-related artifacts.
In addition to the averaged master frame positions, the KS2 software outputs a file
that contains, for each source, the raw position and neighbor-subtracted flux as
measured in every single exposure. In addition to positions and fluxes, KS2 also
outputs a few diagnostic parameters (see, e.g., Bedin et al., [2009), that can be used
to reject poorly measured sources and detector’s artifacts, or to identify galaxies.
In addition to the Kg exposures, we also performed the second-pass photometry
on all the J images of each tile, that we used only to build the color-magnitude
diagrams. The color-magnitude diagrams of the two tiles analyzed in this work are
shown in Fig.[9.3] The non-physical drop in the number of sources around Kg~ 12
is due to our quality cut in the QFIT parameter: at this magnitude level there is a
transition between unsaturated and saturated sources, and it is here where most
of the stars showing unexpectedly-high QFIT values lie, as discussed in Sect.
Some of these problematic sources end up being measured as unsaturated as the
thresholds that we set to identify these objects are not perfect, resulting in an
overall high QFIT value.

9.3 Proper motions

Image motion poses a severe limitation to the astrometric precision achievable
with VVV data. Indeed, it leads to local systematic position errors whose pat-
tern changes even between subsequent exposures, up to ~0.15 pixels (~ 50 mas,
see Fig.. This is far more than the single-measurement astrometric precision
enabled by the GD solution, which have been shown to reach ~8mas (PaperI).
We employed a local mitigation to the effects of image motion through a so-called
“boresight” correction (see, e.g. Anderson and van der Marel, 2010). Our correc-
tion leverages on the Gaia catalog, as it provides a sufficient number of reference
Gaia sources even in extincted regions towards the Galactic center. The number
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Figure 9.4: Similar to Fig. but after the boresight correction is applied. The
dispersion of the residuals is about 0.035 pixels (~ 12 mas) along each coordinate.

of neighboring reference sources for the correction is a compromise between the
need for high statistics and for the correction to be as local as possible, even in
regions where the Gaia source density is low. We achieved this by requiring at
least 15 reference sources within a circular region of radius at most 300 pixels (and
at least 50 pixels) from the target source,

For each epoch, we calculated the mean position of each source as follows:

e we applied the GD correction to the raw positions of the sources in each
image;

e we projected the corrected positions onto the sky, and then we project them
back onto the common tangent plane of the tile;

e using well-measured sources in common with Gaia (excluding the target),
we computed the transformations to bring the positions from the tangent
plane to the master frame;
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Figure 9.5: Total proper-motion errors for sources in tile b248 (top) and tile b333

(bottom) as a function of the Kg magnitude. The horizontal line represents the
median error of the sources in the range 12 < Kg < 13.

164



CHAPTER 9. A NEAR-INFRARED EXTENSION OF GAIA INTO THE
GALACTIC PLANE

tile b248 Norm. counts tile b333 Norm. counts
0.0 0.

b
-

"6=094masyr! |

Aptgs [mas yr~']
Aptg* [mas yr~']

5
L
T

Aps [mas yr~']
Aptz [mas yr~']

Figure 9.6: Comparison between proper motions computed in this work and Gaia
proper motions for tile b248 (left) and tile b333 (right). The black line is the
median offset, calculated using the sources in dark grey.

e for each star, we selected the neighboring sources in common with Gaia in
each image, and we calculated the residuals between their positions trans-
formed into the master frame and those given by Gaia (again, excluding the
target star). The mean residual gives the boresight correction for each star
of each image.

e We then transformed the positions of the target star as measured in the
single images into the master frame, and apply to these values their boresight
correction.

e Finally, we calculated the average position, to which we associate the error
on the mean as an estimate of the uncertainty.

Figure[9.4] is similar to Fig.[9.2] but with the positional residuals computed
after the image-motion correction is applied. It is clear that the distribution of
the residuals is much tighter than before, with a dispersion of about 12mas in
each coordinate in a single exposure, a value that is compatible with the results
obtained in PaperI.

Proper motions were obtained by via a maximum likelihood approach using
the affine-invariant Markov Chain Monte Carlo method emcee (Foreman-Mackey
et al., , to sample the parameter space. This approach allows us to obtain the
posterior probability distribution functions for the quantities i, pty, o, ¥o, where
[g, [y are the displacements in the x and y directions, and g, yo are the positions
at the reference epoch ty, that we set to be t, = 2013.0. We ran the Markov Chain
Monte Carlo with 32 walkers, performing 5000 steps, with 200 burn-in steps, al-
lowing some scaling on the positional errors as an additional free parameter to be
fitted. The medians of the probability distribution functions give our final estimate
of iy, by, To, Yo, and the errors on these quantities were computed as the average
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Figure 9.7: Similar to Fig. , but as a function of position for tile b248 (left) and
tile 333 (right). Each region is color-coded according to the 3o-clipped median
value of the absolute deviation between Gaia’s and our proper motions, according
to the color bars on the right of each panel.

between the 16" and 84 percentiles of the samples in the marginalized distribu-
tions. The displacements in pixel yr=! are converted in jio«, jt5 by multiplying by
the pixel scale that we adopted (0.339 arcsec pixel '), as the master frame axes
are already oriented as North and East. At odd with the VIRAC proper motions,
which are relative, our proper motions are naturally defined on an absolute system,
since their computation is based on the Gaia reference frame.

Figure[0.5| presents the total proper motion (42 = p2. + p2) errors as function
of the Kg magnitude, obtained by propagating the errors on the two components.
Given the extreme crowding environment of the Galactic center, proper-motion
errors of tile b333 are larger than those of tile b248: the median proper-motion
error of sources in the range 12 < Kg < 13 — i.e. best measured sources — is
0.59masyr~! in tile b248, compared to 0.73masyr~! in tile b333. Sources with
Kg 2 12 are close to saturation/non-linearity regime, and thus their proper-motion
errors tend to increase.

9.4 An extension of Gata into the Galactic plane

Our astrometry is, by construction, linked to the Gaia absolute reference frame.
We can see the consistency between Gaia’s and our proper motions in Fig.[9.6]
where we show the residuals between the two datasets, Ay, Aus, for tile b248
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tile b333

Figure 9.8: The J versus (J — Kg) color-magnitude diagram of the sources in tile
b333; blue sources are those also present in the Gaia catalog.

(left) and tile b333 (right). The normalized histograms of the residuals are shown
in the right panel of the plots. Dark gray points are the sources with proper-
motion errors smaller than 2masyr~!, Kg magnitude between 12.5 and 14, Gaia
G magnitude between 13 and 18, and measured in at least four individual image&ﬂ.
These objects represent well-measured sources in both sets. The horizontal black
line represents the median residuals calculated using the dark grey sources. The
standard deviation of the residual distributions are reported on the top right corner
of each plot. Given the essentially negligible errors of the Gaia proper motions

2This restriction excludes sources near the tiles’ borders that, as a result of the VVV dither
pattern, are covered by less than four exposures. In future releases, we plan to use the data of
adjacent tiles to increase the depth of coverage and measure proper motions in these regions.
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Figure 9.9: Color map of the number of sources in our catalog with respect to
those in Gaia’s for tile b333 in Galactic coordinates. See the text for details.

with respect to ours, the dispersion can be attributed to the random errors on our
astrometry. In this regards, we notice that the dispersion is slightly larger than
the proper motions errors obtained by our fit as shown in Fig.[9.5| for sources with
Kg < 14, suggesting a possible underestimation of the proper-motion errors.

In Fig.[0.7 we show the local deviations between Gaia’s and our proper mo-
tions. We divided the field in ~1000x1000 pixel regions and, for each region, we
calculated the 3o-clipped medians (A,ua ,Au(;) of the proper-motions residuals.
We then computed the quantity A,u = A,ua* + A,u(; using only well-measured
sources, i.e. dark grey points of Fig.[9.6l From the left panel of Fig.[9.7] we can
notice that the proper motions of tile b248 are in very good agreement with Gaia,
and, as expected, the Ay distribution across the tile is flat, with negligible local
systematic deviations. The right panel for the tile b333 instead shows hints of
some spatially-dependent systematic errors. We verified that these systematics
correlate with the density of Gaia sources in each region, with larger deviations
corresponding to regions with very low density. This correlation is expected as our
technique relies on a local net of Gaia sources to compute the boresight correction.
Except for these regions with fewer Gaia sources, our proper motions for the tile
b333 are in good agreement with those in Gaia, with slightly larger residuals with
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respect to those exhibited by the tile b248, given smaller Gaia source density in
tile b333.

Our independent reduction of the VVV fields allows us to extend the Gaia
astrometry to the dense and obscured regions of the Galactic plane, providing
significantly more new sources with positions and proper motions than what is
available from the Gaia DR3 catalog in the same region. Figure[.8) shows a J
versus (J — Kg) color-magnitude diagram of the sources in tile b333. Blue points
represent stars in common with the Gaia DR3 catalog. All other objects are in red.
It is clear that a large number of sources are not present in the Gaia catalog. Our
catalog of tile b333 contains more than 2 millions sources with proper motions and
only ~10% of them are present in Gaia DR3. In Fig.[9.9] we show, for the same
tile, the ratio between the number of sources in our catalog and those in Gaia.
We used all the sources in our catalog and all the sources in the Gaia catalog to
calculate this ratio. We computed the values binning the data into ~ 3sq. arcmin
bins and smoothing out with a Gaussian kernel. In the Galactic center we detect
on average ~ 20 times more sources than Gaia, with regions where this values goes
up to ~ 60.

9.5 Comparison with VIRAC

As a further cross-check, we compared our astrometry with the current public
release of the VIRAC catalog (Smith et al., 2018). We cross-matched the Gaia
and VIRAC catalogs together, and performed the same comparisons that we de-
scribed in the previous section. First, in Fig.[9.10, we show the color-magnitude
diagrams of the two tiles built using all the sources in the VIRAC catalog. A com-
parison between their color-magnitude diagrams and the ones in Fig.[9.3] shows
that our photometry is less affected by saturation effects. Figure[9.11] is similar
to Fig.[9.6] but for VIRAC sources. Dark grey points represent the sources with
proper-motion error smaller than 2masyr~! and with 12.5 < Kg < 14, and with
the flag reliable=1 in the VIRAC catalog, which exclude bad detections and
poorly measured stars. We notice that, apart from a global offset with respect to
Gaia, the dispersions of the residuals are just slightly larger than ours. Since the
formal proper motion errors given by the VIRAC catalog are marginally smaller
than ours, we suspect that also VIRAC proper-motion errors might be underestim-
ated. Finally, in Fig.[9.12] we show the distribution of the residuals across the field
of view, for both tile 248 (left) and 333 (right). Both tiles present significantly
larger scatter compared to our work (cfr. Fig., with systematic trends that
depend on position. Notice that VIRAC, conversely to our work, does not depend
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Figure 9.10: Similar to Fig. but for VIRAC sources.

on Gata, and as such their systematic errors cannot be attributed to the density of
Gaia sources. As pointed out in Smith et al. (2018), VIRAC proper motions are
relative to the average motion of sources within a few arcminutes, and in regions
with large spatial variations in the extinction, the bulk motion of the reference
stars can be different.

In summary, this work represents a step forward with respect to VIRAC, and
the most notable improvements are: (i) a larger number of sources with proper
motions, mainly thanks to second-pass photometry; (7i) significantly better astro-
metric precision (about 20-30%) thanks to improved PSFs, GD and image-motion
correction, and (47) improved accuracy thanks to the registration to the absolute
reference system of Gaia DR3, which was simply not available at the time of the
VIRAC release.
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Figure 9.11: Similar to Fig. but for VIRAC sources.
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Figure 9.12: Similar to Fig. but for VIRAC sources.

As a final remark, our work uses independent tools from those of VIRAC, and
can be leveraged for potential validations/benchmarks for the upcoming VIRAC
version 2 (Smithetal., in preparation).

9.6 Parallax fit

The relatively high cadence of observations within the VVV dataset also enables
the measurement of parallaxes, at least for sources close enough to the Sun, so that
the effect of the parallax on their apparent motion can be effectively disentangled
from that of random positional errors. We tested our parallax fitting procedure on

a sample of sources in common with Gaia; in particular, we selected well-measured
sources with positions determined in at least 20 epochs, a time baseline of at least
3 years, a proper motion error smaller than 2masyr—! and with Gaia parallax
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larger than 5mas (distance < 200 pc). The parallax fit was performed using the
Python NOVAS libraries (Barron et al., |2011), adopting the same procedure as in
Bedin et al. (2017). Briefly, we calculated the NOVAS predicted source positions at
each epoch for a given awggg, d2000, proper motion and parallax, where asngg, 02000
are the positions at epoch 2000.0. We then computed the differences between these
positions and those measured by us, and we look for the astrometric solution that
minimizes these differences, using the same MCMC approach that we employed
for the proper motion fit.

In Fig.[9.13] we show an example of the parallax fit, for four selected sources
(two per tile). We report in the plot the fitted proper motion and parallax values,
together with the values given in the Gaia DR3 catalog. Sources in Figs.
and [0.13c are in agreement within 20, while those in Figs. [9.13b] and [0.13d are
compatible within 1o with the Gaia parallaxes.

9.7 Data reduction strategy and access

We plan to process the entire VVV dataset starting from the innermost Bulge
fields. However, we will also accept requests from the astronomical community to
prioritize particular VVV/VVVx tiles. The catalogs of the first two tiles presented
in this work are made available at the url https://web.oapd.inaf.it/bedin/
files/PAPERs_eMaterials/VVV-VVVx/. This repository will be constantly up-
dated with new products once they are ready. For reasonable requests, we can
also provide artificial star tests and astro-photometric time series.

9.8 Conclusion

In this paper, we exploited the VVV data to extend the Gaia astrometry into the
Galactic plane, focusing on two pilot fields, one in the Galactic center and the
other in the South-East Bulge. We were able to significantly improve astrometric
precision and completeness with respect to previous efforts. These improvements
are achieved through a combination of state-of-the-art techniques: (i) the use
of spatially variable ePSFs for precise position and flux measurements; (ii) local
transformations, which allow us to mitigate systematic errors, most notably re-
sidual geometric distortion and atmospheric effects; (iii) a combination of first-
and second-pass photometry to improve the detection of faint stars in crowded
fields, which allowed to detect significantly more sources than previous efforts in
the literature. Our astrometry is anchored to the Gaia DR3 reference frame, and
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Figure 9.13: Example of parallax fit for four sources in common with Gaza: panels
19.13aland [9.13b|are for sources in tile b248, while sources in panels[9.13c and [9.13d|
are in tile b333. Coordinates are relative to (ao, dg) chosen as the mean position

between the first and last epochs.
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represents an extension of the Gaia accuracy into the Galactic plane. In future re-
leases, we plan to also include the VVVx data to increase the number of pawprints
and extend the temporal baseline available for each tile. We will also combine the
information from adjacent tiles in order to measure accurate proper motions also
for sources near the borders of the tiles.
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10. Conclusion

This thesis represents a dedicated effort to achieve high-precision photometry and
astrometry with space- and ground-based surveys collected with wide-field imagers,
covering large fraction of the entire sky. We developed software routines to derive
spatially variable empirical PSFs from ground-based observations and techniques
to calibrate the geometric distortion of a detector by leveraging the Gaia absolute
reference frame, without needing dedicated observations. We applied our methods
to several scientific cases, demonstrating the synergies between ground- and space-
based surveys.

10.1 Summary

Observations carried out with the Asiago Schmidt telescope, coupled with the
Gaia catalogue, allowed us to study the high-mass members of the white dwarf
sequence of the OC M37. To derive a list of probable cluster members and reject
field sources, we also developed a new formalism to compute astrometric member-
ship probabilities that takes into account the contribution of precise parallax data
provided by Gaia (Griggio and Bedin, [2022). With our analysis, we discovered
the presence of a very rare object among M37’s probable members, which we refer
to as WD1, and which was previously identified as the central star of a planet-
ary nebula (Griggio et al., 2022a). Planetary nebulae in Galactic OCs are rare
objects, and only three are currently known. They are of particular interest be-
cause their distance can be determined with high accuracy, enabling for a detailed
characterization of the physical properties of the planetary nebula and its ionizing
central star. For this reason, we carried out a spectroscopic follow-up of WD1
with the 10-m Gran Telescopio Canarias. This object turned out to be a very rare
PG1159-type star at the center of an extraordinarily-old planetary nebula, and
the spectroscopic analysis also indicates that it might be a member of M37. The
results of this analysis have been published in Werner et al. (2023).

The Asiago photometry, coupled with the Gaia catalogue, allowed us to carry
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out a differential photometric investigation of the unusually broadened low main
sequence of M37. Our detailed comparisons with simulated stellar populations sug-
gest that the broadening is compatible with an initial chemical spread among the
cluster’s stars, which can be either a spread of metallicity or a helium abundance
spread (Griggio et al., [2022b).

With the same differential technique applied to M37, we studied the OC M38,
which also shows a broadened main sequence; the results indicate that, at odds
with M37, unresolved binaries and differential reddening across the field are re-
sponsible for the broadened sequence, and show that the differential technique
that we employed is able to distinguish between different scenarios (Griggio et al.,
2023c)).

Our techniques to derive high-precision photometry and astrometry with wide-
field imagers have also been applied to CFHT observations of the OC M37. With
this dataset, we were able to study M37’s white dwarf cooling sequence down to its
end, using data acquired in 1999 to derive proper motions for stars in the M37 field.
The analysis of the white dwarf sequence allowed us to set constraints on the M37
age, which in turn seems to exclude the helium spread scenario among the possible
culprits of the low main sequence broadening (Griggio et al., [2023b). In addition,
our upper limit on the age of M37 rules out the hypothesis of an age spread as the
origin of the cluster’s extended main sequence turnoff. This hypothesis had been
previously considered as a possible explanation of this phenomenon, which seems
to be recurring in several OCs.

By combining the techniques developed in this thesis to calibrate the geo-
metric distortion, which exploits the Gaia reference system and auto-calibration
procedures, we derived a geometric distortion solution for the NIRCam detector
on board the JWST (Griggio et al.,[2023a). We tested the goodness of our solution
on different applications: (i) field-object decontamination in the GC M92; (ii) the
estimation of internal proper motions of M92; and (iii) the measurement of the
internal proper motions of the Large Magellanic Cloud. In each of the three tests,
we obtained results consistent with literature values, proving the high-quality of
our correction. The GD solution derived in this thesis have been applied to JWST
observations of the GC 47 Tuc: using archival HST data we were able to isolate a
sample of the cluster’s members via proper motion decontamination, unveiling for
the first time the brown dwarfs sequence of a GC.

Finally, we used near-infrared, ground-based data from the VISTA Variables
in the Via Lactea survey to indirectly extend the astrometry provided by the Gaia
catalogue to objects in heavily-extincted regions towards the Galactic bulge and
plane. To this aim, we used the techniques developed in this thesis and exported
the state-of-the-art techniques employed to derive high-precision photometry and
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astrometry with HST to the VIRCAM detector. We provide astrometry linked to
the Gaia ICRF for more than 2 millions sources in the Galactic centre, of which
only ~ 5% are also present in the Gaia catalogue (Griggio et al., submitted).

10.1.1 Future work

Chemical spread in open clusters

The unexpected chemical spread that seems to be present among the unevolved
M37 members is in contrast with the idea that OCs are a proxy of simple stel-
lar populations and, if confirmed spectroscopically, will challenge current cluster
formation models. The same analysis in the OC M38 indicates that, in this cluster,
unresolved binaries and differential reddening are responsible for the low main se-
quence broadening. These results raise the question of whether M37 is an isolated
case or if chemical spreads are also found in other OCs, and how this might be
connected to the observed phenomenon of multiple populations in GCs.

In this regard, we plan to conduct a survey using the Asiago telescope for
the Northern hemisphere, and other instruments for the Southern Hemisphere, to
assess the presence and study the origin of this phenomenon in other OCs, e.g.
M35, NGC 188, M67, NGC 1817, IC 2714 to name a few.

These clusters have been selected to span a range of ages and metallicities.
Coupling ground-based observations in the Sloan filters with Gaia astrometry, we
will be able to compute membership probabilities as in Griggio and Bedin (2022).
This will allow us to isolate cluster members from field sources, and build the
pseudo-colour diagrams required for the analysis.

Low main-sequence and white dwarf sequence of open clusters

The investigation carried out on M37 with CFHT data shows how ground-based,
wide-field imaging can help to explore regions of the colour-magnitude diagram of
OCs that are too faint to be studied with Gaza.

With the same dataset employed in Chapter[d] we are studying the mass-
function of M37 down to ~0.2M®. The low-mass stars of M37 are too faint
for Gaia. A preliminary analysis of M37 mass-function is shown in Fig.[10.1] The
red points are Gaia sources, and they stop at masses below ~0.75 M®. The dark
and light blue points instead represent the mass function derived from the CFHT
data, using a statistical decontamination approach — similar to that employed in
Chapter[d] for the white dwarf sequence — and a proper motion decontamination,
respectively. Proper motions are limited by both the smaller field of view of the
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Figure 10.1: Mass function derived from the CFHT and Gaia data. See text for
details.

first epoch (collected with the CFH12K detector) and its much less deep expos-
ures. With the same dataset we also managed to derive the binary fraction of M37
in the low-mass regime unaccessible to Gaia.

In addition, we already collected new, deep CFHT observations of the OC
M35, which also have first-epoch data collected in early 2000. This will allow us to
measure proper motions for sources beyond the Gaia’s limit, and study its white
dwarf sequence and its main sequence down to 0.1 M®. We will also be able to
study the OC NGC 2158, which falls in the same CFHT field of view of M35.

In Fig.[10.2) we show a preliminary, quality-selected colour-magnitude diagram
obtained from this new dataset, in the same Sloan filters g and r used in the
analysis of M37 in Griggio et al. (2023b)). Even if we did not perform any proper-
motion selection of cluster members, M35 and NGC 2158 main sequences can be
identified in the colour-magnitude. We plotted two BaSTI-IAC isochrones with age
and metallicity similar to the literature estimates for these clusters. In the case of
M35, the model shows that we get close to the Hydrogen burning minimum mass.
Proper motions will allow to decontaminate the colour-magnitude diagram from
field sources, isolating M35 and NGC 2158 members. A clean sample of members
star will in turn enable precise isochrone fitting, both for the main-sequence and
the white dwarf sequence, and detailed comparisons with theory.
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Figure 10.2: Preliminary ¢g vs g — r colour-magnitude diagrams of M35 and
NGC 2158 from our new CFHT observations.

Extending Gatia to the Galactic plane

The pilot work on VVV in the last chapter of this thesis yielded promising results.
In addition to the improvements already described in the chapter’s conclusion,
a further, significant increase in precision and size is possible by extending the
work to all the VVV/VVVx tiles. We already started the data reduction of other
tiles, and we plan to automatize most of the data-reduction routines in order to
re-process the entire VVV/VVVx dataset with minimal user intervention.

This very large astro-photometric dataset of the Galactic bulge and plane will
allow us to carry out several investigations. The Galactic bulge serves as an invalu-
able laboratory for investigating stellar interactions within high-density environ-
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ments on galactic scales, offering insights into the early history of the Milky Way
(e.g., Fragkoudi et al., |2020). Our high-precision proper motions will enable the
separation of Bulge and Disk stars and the identification of gravitationally-bound
systems such as comoving groups, star clusters, and stellar streams (e.g., Garro
et al., 2022a), and the search for very-wide binaries, which can set tight constraints
on the nature of dark matter in the Milky Way (Ramirez and Buckley, [2023). Ad-
ditionally, the bulge hosts a significant portion of the detected microlensing events
due to its high source density, and precise astrometry can help to determining
the event’s geometry (Mréz et al., 2019). Proper motion measurements are also
instrumental in the study of both new and ancient globular clusters in the Milky
Way (Contreras Ramos et al., |2018; Garro et al., 2020; Minniti et al., |2021b)) and
the measurement of their orbital properties (Minniti et al., 2021a).

Space-based telescopes

The techniques developed for ground-based wide-field imagers can be easily ex-
ported to other facilities, and also to space-based telescopes. In particular, we
already developed data reduction routines to extract state-of-the-art photometry
and astrometry from JWST images, as showcased in Chapters[7] and [§ and in the
works by Nardiello et al. (2022, 2023b).

The experience gained with wide-field (Asiago, CFHT, VISTA) and near-
infrared instruments (JWST, VISTA) will allow us to make the most of the new
generation of space-based wide-field imagers. We will export our techniques to
derive effective PSF and geometric distortion correction to the Fuclid telescope
and in the future also to the Roman Space Telescope and the recently approved
NASA mission UVEX. High-precision photometry and astrometry from these in-
struments will provide a unique dataset that will enable several investigations,
from cosmology to stellar astrophysics.

The combination of the wide-field of view and sensitivity in the infrared of
the Wide Field Imager onboard Roman, together with its expected astrometric
precision (WFIRST Astrometry Working Group et al., 2019), will allow to study
the still poorly-explored region near and beyond the Hydrogen burning limit of
GCs colour-magnitude diagram. Observations of objects in this mass regime will
be of fundamental importance to constrain the initial-mass function. In addition,
due to the cooling nature of BDs, the expected gap between the low-mass Hydrogen
burning stars and the BD sequence in the luminosity function can be used to infer
the cluster age, independently from the turn-off and the white dwarf sequence.

The best region to detect BDs and low-mass stars is outside of a cluster’s core,
where light contamination by much brighter stars is negligible. The wide field of
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view of Roman can map these regions much more efficiently than JWST.

The UVEX mission will also provide wide-field data in the UV wavelengths.
With its 12 deg?, it will be able to efficiently map large areas of the sky, providing
UV counterpart data to the visible and infrared observations of Fuclid and Roman.
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